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Abstract 

This dissertation was written as a part of the MSc in Data Science at the International 

Hellenic University.  

 

Statistics and traditional data analysis were always a big part of the sports industry. Due 

to the nature of the field, analysts could always define some clear (distinct) numbers 

that would determine various relevant questions (whether a team performed well or if a 

particular player had an exemplary performance etc.).  With the data revolution of the 

last decade, the use of sports data skyrocketed, while the arrival of Big Data and the ap-

pearance of the term data analytics have led to a definite change in regards with how the 

information gain is achieved and how the decision making process is carried out. It is 

extremely difficult (if even possible) to find a sector in sports that has not been influ-

enced by the abundance of data during the last years. Training models that had been 

around for decades have been challenged as the performance of the athletes can now be 

monitored and measured in high detail; coaching principles were thrown, while new 

patterns have emerged. 

 

The main objective of this dissertation is to examine the last-minute statistics in the 

NBA, that is to explore which choices lead to better results, which decisions have the 

greatest impact during the last critical plays of a game and to explore which features of 

the individual performance have the highest impact to the winning chances of a team 

during these moments. A variety of models and algorithms were utilized and the results 

were thoroughly compared and analyzed. 
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1 Introduction 

In this introductory chapter, a general description of the problem and the motivation to 

engage it will be presented, as well as a detailed structure of the dissertation will be 

provided. We will offer basic information about the task and scope of our project, and 

establish the foundation of our thesis. The reasons that incentivized us to work on this 

study will be analyzed, and previous work that inspired us will be mentioned. 

1.1 Problem – Motivation 

 

In the game of Basketball and specifically in the NBA, two teams of 5 (active) players 

compete against each other for 48 minutes to determine the winner. Each offensive pos-

session can last no more than 24 seconds, a characteristic that gives a fast-paced rhythm 

to the game. On average, an NBA team has around 100 possessions of the ball per game 

[1], during which the offensive team can make baskets and thus increase the overall 

team score. Despite the fact that the every basket counts the same regardless the time it 

was made, there is a certain increased weight for the possessions during the last minutes 

of the game, when the score is close and the outcome uncertain. In basketball, the term 

“clutch” is used to refer a player’s ability to perform well under pressure, when a game 

is on the line and the result undetermined.  

Instances of such situations occur during the final minutes of a close match, characteris-

tically in the 4th quarter or overtime, and include scoring a game-winning basket, mak-

ing a successful defensive play or more generally making correct decisions under pres-

sure.   

Theoretically, a clutch player demonstrates more than sheer skill; it requires mental 

qualities such as confidence, resilience, experience and/or responsibility. Confidence 

that he can make the proper decisions in tough situations, mental resilience means that 

the player can keep his composure under adverse circumstances, experience in dealing 

with critical situations can only improve the choice selection and finally that the player 

is not afraid to take responsibility for losing or making a crucial play. Naturally, these 
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mental capacities cannot be measured. How can we count the composure of a player in 

critical moments, or how to measure his confidence?  

The purpose of this thesis is twofold: 1) to use data mining techniques to determine the 

most important factors that contribute to a winning result in a close game and 2) To use 

the results of the first question as well as relevant literature and to define new metrics in 

order to rank the best clutch performers in NBA during the last two decades. For the 

purpose of this study relevant statistics of NBA player during the seasons 1997 to 2018 

were obtained.  

One of the main reasons that incentivized us to tackle this analysis is the relative short-

age of scientific literature regarding the clutch performance of basketball players. A fact 

that naturally is not unfounded: the scarcity of useful data in this field is the underlying 

factor. Even popular and widely used player efficiency ratings (PER) are difficult to 

implement given the scope of the last minute statistics, while more specific and compli-

cated stats (like Value Over Replacement Player (VORP) and Usage Percentage 

(USG%)) have not or cannot be measured during the relevant time. Nevertheless, we 

tried to establish our work on the foundations of a proper statistical approach and derive 

results that were not only extremely relevant to the questions at hand but also logical 

according to the corresponding analytical NBA environment.  

  

1.2 Thesis Structure 

The dissertation is structured into seven chapters. 

 Chapter 1 is the introduction, 

 Chapter 2 contains the literature review, with numerous mentions of previous work 

in relative fields in the domain of sports analytics, 

 Chapter 3 provides a theoretical background in general data mining techniques, as 

well as more specific methods that were implemented in this particular study, 

 Chapter 4 includes the procedures directly related to data acquisition, data cleaning, 

preprocessing and processing. In this part there is also detailed mention of the fea-

ture extraction techniques that constitute an important part of the study questions, 

 Chapter 5 concentrates in the feature selection techniques as well as modeling with 

tuning of weights, hyper-parameters, datasets and algorithms, 
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 Chapter 6 implements the EoCC (Estimation of Clutch Competency), which is a 

newly defined performance metric adapted entirely in the research question, and sta-

tistically grounded on machine learning insights from chapter 5,  

 Chapter 7 determines the conclusion of the project, as well as what could be done 

differently and recommendations for future work. 
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2 Literature Review 

In this section we will engage ourselves in a literature review concerning various arti-

cles and studies that revolve around the general topic of sports analytics. We will dis-

cover and analyze results and conclusions of scientific papers, algorithms that have been 

used with or without success in order to meaningfully translate sports data, and even 

compare some similar researches and their deductions. In the first part, we will discuss 

how sports analytics have affected a variety of sports, while in the second part we will 

focus on the game of basketball and the NBA and its relevant literature.  

2.1 Sports Analytics 

In this segment, scientific literature will be presented concerning the general field of 

sports analytics and how researchers utilized data to scrutinize their respective domain. 

We will examine several scientific papers from a variety of sports that have used data 

analytics to investigate popular questions and draw meaningful conclusions. 

2.1.1 Data Analytics in anthropometric measurements for sports 

One of the most popular topics in sports during the latest years is the comparison be-

tween genetics and training. Although the notion that there are more factors than train-

ing and sports intelligence for determining the general capability of a player existed for 

a long time, no one could answer with scientific certainty why e.g. black people domi-

nate in NBA, what makes them on average more suitable for this sport, or e.g. what is 

the most important quality for a football player, what is that specific quality that can 

pre-determine that this individual has a really strong potential to become a great football 

star. With the emergence of analytics, researchers were given a powerful tool to tackle 

issues such as these. There are databases with the physical characteristics of players and 

data mining can assist in deciding whether the anthropometric measurements can distin-

guish the potential of players in a variety of sports. Although these metrics was initially 

just a tool for coaches and managers to scout effectively young talent (which means that 

everything was still reliant on the human proficiency [2]), as the volume of the data 
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grew and more data-based techniques appeared, the algorithms evolved order to be able 

to predict the potential of young athletes (or at least provide useful information) on their 

own – solely based on the related data. 

Researchers from Sri Lanka [3] conducted a study on boys aged from 18 to 28 years, 

where they implemented the Spherical Associated Keyword Space (SASKS) algorithm 

which would assign them for a suitable sport according to their anthropometric meas-

urements. The relevant sports were Tennis, Kabadi and Koko while there were 30 at-

tributes that were measured including Height, Weight, Flexibility, Chest Girth, Wrist 

Girth, etc. The popular min-max Normalization technique was applied on the values of 

the attributes and the SASKS algorithm was chosen as the clustering approach. Briefly, 

the SASKS algorithm plots the athletes onto a 2-Dimensional spherical surface [3] with 

an affinity matrix as input, which is built and computed based on the Euclidean distance 

between the measurements of the players: 

 

           

  

Using the above technique the researchers represented how similar are the athletes in 

2D space or in other words created clusters of athletes of similar measurements, which 

would indicate that the athletes are suitable for the same sport. As we can observe in 

Figure 1, there seems to be three main clusters, every one of which corresponds to one 

of the relevant sports, while, naturally, players closer in this surface have more similari-

ties in their measurements. 
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Figure 1 

After the clustering process, manual categorization and anthropometric measurements 

were compared for each individual cluster in order to identify possible invalid members. 

Conclusively, there were indeed a couple of athletes placed incorrectly in each group, 

with the authors [3] mentioning that the accuracy might increase by reducing the num-

ber of features to only those more fitting for each of the corresponding sports.  

 

As competitive sports evolve and teams always search for the players with the greatest 

potential, studies such as these can assist scouts and managers in their work, while at the 

same time giving also the actual athletes a hint about which sport they would really ex-

cel on. A statistical study [4] in University of California investigated the correlation be-

tween body proportions and elite athletic success on four groups of individuals: NBA 

players, MMA fighters and army recruits (both female and male). This study looked for 

a relationship or a pattern between their achievements and their limb measurements us-

ing the Linear Regression algorithm as well as the ANOVA variations to pinpoint corre-

lations among the variables and differences between the groups.  

Linear Regression finds that Arm Span to Height Ratio can significantly predict the ath-

letic success in both NBA players and MMA fighters (Figure 2). As we can observe, the 

NBA players with higher Arm Span to Height ratio are more probable to achieve a bet-

ter draft pick (lower is better) and respectively the MMA fighters have better Win to 

Loss ratio (in Figure 2 the values are negative Loss to Win). 
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Figure 2 

Another interesting point of the study [4] is: where does “the cream of the crop” stand 

in this classification? Can we relate Height to Arm Span Ratio to the most successful 

players of our generation? The following figure (Figure 3) provides a hint: 

 

 

Figure 3 

 

We can see that four out of the five top NBA players sit above the regression line; only 

Stephen Curry lies below, while regarding the MMA players the ratio is more balanced 

as two of the fighters are above and three below the regression line. Other than that, 
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there is a clear correlation between arm span and height (R
2
=0.85, p<0.001), which is 

expected.  

For the most part, successful athletes tend to have higher arm span to height ratio, with-

in the expected limits of variation of the human body though. That being said, this is 

just one of a multitude of factors (developmental, behavioral etc.) that dictate athletic 

success but studies like these seem to suggest that genetics play a bigger role in profes-

sional sports than previously thought. 

 

2.1.2 Golf 

An interesting idea, in which data mining has been used extensively, is clustering 

groups of similar items (athletes/movements/athletic actions) together. For instance in 

golf [5] there was an attempt to create diverse competitions in which players of different 

levels and playing styles would take place. Due to the nature of the sport though, this 

was not a straightforward process. To determine how to level both the golfers and iden-

tify specific styles of play cluster analysis was used. Eventually, the research [5] pro-

vided useful information to the coaches, mainly because it identified: five different 

movement phases in the hammer throw and three different swing styles based on the 

level of players. This was a valuable input for the coaches as they can use this feedback 

to improve the technique of their athletes in specific motions depending on the individ-

ual weaknesses. 

 

2.1.3 American Football 

K-means clustering was also used on a study [6] in Mississippi State University, where 

the researchers attempted to find a way to optimize student football training by pin-

pointing position-specific drills for the athletes. The data on which the authors worked 

was obtained by NCAA Division 1 American football team and it was used in order to 

create a set of the average demands of each position and subsequently create training 

programs suitable for these specific demands. Figure 4 illustrates the groupings for K 

ranging from 2 to 7. 
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Figure 4 

Nevertheless, the authors [6] wrote that k=3 provide the most efficient number of train-

ing groups. These clusters do not represent specific player positions but rather a combi-

nation of the demands of each position and the specific characteristics of a player. For 

instance, a strong linebacker that needs improvement in acceleration should be in a dif-

ferent training group than a fast linebacker, despite the fact that they play in the same 

position. Studies such as this can assist the coaches with targeted training drills for the 

players to address their needs without jeopardizing teamwork. As the authors men-

tioned, there is great potential for more detailed analysis, associating specific playstyles, 

roles and characteristics with the athletes. One major drawback of this technique was 

that while the data covered two whole seasons, the results for each season were quite 

different. Although this is not unexpected (a college team is not a stable constant, it 

changes year by year), it forces the interested parties to have a new model with new data 

every year. And since this data needs some time to be gathered, there is clearly lost time 

before the model is able to produce meaningful results. That being said, a more versatile 

system could be able to address this issue, but of course that requires further research. 
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2.1.4 Soccer 

One of the most common uses of classification algorithms in sports is trying to predict 

the role of a player using as input his attributes. An experiment [7] conducted in Greece 

to test the effectiveness of a couple of algorithms used data from the game FIFA 18 and 

tried to classify the soccer players in one of the main 4 roles on the field (goalkeeper, 

defender, midfielder, forward). Two algorithms were applied for this task, namely the 

Random Forest and the Sequential Minimal Optimization (SMO). The results were en-

couraging as they had a success rate of around 80%. In this context it would be interest-

ing to try to classify the players according only to their physical characteristics in order 

to provide some insight about the needs of each position. Afterwards, we could be able 

to predict the potential of young talents and how well they would fare in each position 

individually. An interesting attempt was made by the same author [7] to predict the 

number of goals that specific players will score based on historic data. The experiment 

was done for two of Barcelona’s FC most popular stars, L. Messi and Neymar. With the 

help of data from previous years the researcher applied four algorithms – Random For-

est, Logistic Regression, MLP classifier, Linear SVC (Support Vector Classifier) to 

predict how many times the aforementioned players will score during the year 2017-

2018. For the first player (Figure 5) the random forest algorithm and MLP classifier 

predicted exactly the actual number (34). For the second player, only Random Forest 

and Logistic Regression fell close, (31 to 25), the other techniques were highly inaccu-

rate. Conclusively, the Random Forest algorithm displayed the best results for this par-

ticular prediction. An interesting argument in the paper is that by predicting each play-

er’s stats individually and aggregating them, we can achieve better predictions for the 

team stats than by using historical team data. Unfortunately, it gets increasingly difficult 

to measure successfully the impact of new players in the teams and so the models need 

a lot of work to achieve a sufficient accuracy. 
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Figure 5 

 

2.1.5 Volleyball 

Although not as popular as other sports, volleyball had its share of researchers investi-

gating data in order to cluster characteristics between winning and losing teams [8] or 

predict the outcome of specific games [9]. Researchers from AUTH [8] in Greece ex-

plored the most significant factors that contribute to a team winning or losing by analyz-

ing data in FIVB men’s Beach Volleyball (BV) World Tour tournament. The relevant 

attributes included serve, attack, block and dig. They separated the data based on the 

final set score (2-0 or 2-1) and utilized independent t-tests to find correlations between 

the statistics and the final scores, as well as to define proper descriptive models. The 

general conclusion was that in cases of a 2-0 result, the winning teams surpassed the 

losing teams in all categories, while in cases of a 2-1 result, there was no clear pattern 

that could describe if there were specific statistics that could on average indicate a vic-

tory. Interestingly (and relevant to our own work) the authors continued their study with 

a discriminant analysis to determine the most significant parameters that contributed to 

the 2-0 results and as figure 6 illustrates, these were error attacks, other errors, aces, 

counters etc. in descending order as indicated by the magnitude of the standardized co-

efficients. 
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Figure 6 

 

In another study [9], the researchers specified two different models that predicted the 

rankings of the women’s volleyball Italian Serie A1 2017-2018 season. Their models 

were based on Bayesian hierarchical model that tried to estimate the outcomes of the 

individual games. The relevant attributes for the analysis were the teams, points, sets, 

serves, defense, attack and blocks. Their models initially categorized the teams into four 

clusters based on their stats (with greater significance on attack and defense) and subse-

quently tuned the parameters in order to achieve the best results on the given data. Con-

clusively, their Bayesian models were quite accurate with only small discrepancies re-

garding the individual match result. There were only two teams for which the model 

overestimated their performance in comparison with the actual outcomes. As far as the 

overall ratings of the teams in the championship, their models agreed primarily on the 

general placing of each team with variations that did not exceed 7% [9].  

 

 

2.2 Basketball Analytics 

In this part of the thesis, we will discuss literature directly related to basketball and ana-

lytics. We will investigate techniques that have been already used to determine perfor-

mance of basketball players and teams, we will analyze different rating methods that 

were proposed and finally debate whether or not they are applicable for our own project. 
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This section is further divided into player analytics, team analytics and betting. In the 

player analytics subsection we will focus on literature directly related to the personal 

statistics, while in the team subsection, the literature includes cases where the research-

ers employed analytics on team performance to investigate their topics. 

 

2.2.1 SportsVU Equipment 

Before starting with actual Basketball Analytics, a special mention has to take place 

concerning the SportVU equipment. It is a tracking system based on cameras that is able 

to capture data many times per second and has revolutionized the statistical side of the 

game. The information that can be gathered from the system contains player speed, dis-

tance covered, acceleration, shot trajectories, passing and even more advanced statistics. 

It was one of the most important factors that have led the NBA teams to adopt the data-

driven decision making strategy. 

 

2.2.2 Performance Evaluation and Performance Prediction 

In the first section of this part we will engage literature relevant to individual player sta-

tistics, while in the second we will discuss papers that have to do with team statistics. 

Performance evaluation contains the combination of statistics and metrics to describe 

how impactful a player is for their team, and how his stats have assisted his team in 

winning, while performance prediction is a machine learning task, which using histori-

cal data tries to predict the outcome of certain events in a game under specific circum-

stances. 

 

2.2.2.1   Player Statistics  

NBA is known to be one of the most illustrious domains of sports and due to the abun-

dance of data there was always interest in analytical processes that could help franchises 

improve their decision making either on or off field. Regarding the on-field perfor-

mance there are more than 20 metrics [10] that can evaluate different performance indi-

cators and judge how well a player or a team is doing. These metrics extend from the 

old, traditional Tendex value (one of the first models to calculate player efficiency) to 

the relatively fresh and popular APM-Adjusted Plus-Minus value, which calculates the 
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impact of a player’s presence or absence during the game taking into consideration both 

teammates and opponents [11]. The authors [10] did a thorough research evaluating 

dozens of metrics and often combining them to produce meaningful results. The follow-

ing figure [Figure 7] shows a radial chart with the performance metrics (with logarith-

mic normalization) of five of the most efficient players for the year 2018 – 2019: 

 

 

Figure 7 

 

Some of the most notable observations are the defensive ratings of Paul George 

(%Loose Ball Recovery and %Deflection), which are considered also “really big plays” 

[10], as  they have the potential to give a psychological boost to the team, and the over-

all values of %TrueShooting and %effectiveFieldGoal of all the players which indicate 

the offensive efficiency of the NBA stars. 
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Figure 8 

 

Moreover, in the same study there was a forecasting scenario implemented in order to 

predict the MVP and DPOY (Defensive Player Of the Year) according to a number of 

formulas. The one responsible for finding the next MVP was named API (Aggregated 

Performance Indicator) and is illustrated in Figure 8, while the other was named DPI 

(Defensive Performance Indicator) and was built to predict the DPOY and is shown in 

Figure 9: 

 

 

Figure 9 

 

All in all, the formulas proved to be semi - successful as they managed to predict accu-

rately the MVP of the season 2019-2020 but failed to do so for the DPOY (G. Ante-

tokoumpo won both awards while DPI formula suggested that R. Gobert will be nomi-

nated DPOY). Other formulas were also tested for accuracy on predicting the MVP but 

either they failed to do so, or they were dependent on historical data while API needed 

only current stats. Of course, basketball is a complicated team sport where even finding 

the most valuable player in the league may be dependent in external factors like the cur-

rent social sympathy, the worth of a franchise, the market shares or the betting compa-

nies.  

Another characteristic property of the game of Basketball is that despite the previously 

mentioned SportVU system and the technological breakthroughs of the last decade it is 

still quite hard to quantify certain aspects of the game, especially on defense [16]. This 

difficulty was noticed by researchers in MacEwan University in Edmonton [13], who 

tried to tackle it using data mining and complex metrics. J. Hollinger, a former NBA 

analyst and current Vice President of Operations for Memphis Grizzlies developed a 
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rating to determine the players and team’s efficiency on the court, called the Player Ef-

ficiency Rating (PER) [13]. It basically adds all the positive stats (field goals, steals, 

blocks) of a player on the court while it subtracts the negative ones (turnovers, fouls). 

There were several observed drawbacks of this rating; some players are known to artifi-

cially increase their stats without some clear benefit for their team, while in some other 

cases the defensive hustle is hard to quantify. A characteristic example for cases like 

these comes from K. Goldsberry [14], who named the phenomenon the Dwight Effect 

(from NBA player Dwight Howard) and mentioned in his paper that while some other 

defenders may have had better defensive stats in paper (blocks etc.), the offensive play-

ers when guarded by Howard were 15% less probable to shoot from within 5 feet of the 

basket, which is translated into a big difference in field goal accuracy. This is one quite 

difficult statistic to find and even harder to quantify. Even more ideas were proposed in 

order to tackle this problem, like computing the percentage of contests in shots by the 

defenders [15]. This was an approach to measure the on-game impact of the defenders 

even when it does not translate into a steal or a block. 

In the same context, Franks et al. [12] used spatial data from the SportVU system to try 

and quantify the defensive performance of individual players. For their study, they in-

troduced a new model that is primarily dependent on 2 factors: the shot frequency and 

shot efficiency of the opposite players. For instance, a competent defender may either 

discourage his 1v1 matchup to shoot the ball (frequency reduction), or he may force 

more misses if his opponent do make the shot attempt (efficiency reduction). The exper-

imental results found that e.g. Roy Hibbert is very good at challenging shots and the op-

ponents tend to miss more shots inside the paint when he is on the defending team, 

while D. Howard (as other studies demonstrated too [14]) is top in not allowing oppo-

nents to shoot around the space he is defending but when they do shoot, they tend to 

have better accuracy than against other defenders. Interestingly, the results uncovered 

even other patterns, not initially obtainable from the data. In individual cases, the exper-

iment detected couples of 1v1 matchups of particular interest. For example, the data 

showed that Lebron James was expected to score characteristically fewer points when 

defended by K. Leonard. All in all, studies like this investigate performance statistics 

that are very hard to measure and although they should always be considered on the rel-

evant context, they can definitely assist the NBA managers and coaches in the decision 

making procedure. 



-18- 

 

2.2.2.2     Team Statistics 

Another very popular topic among sports scientists is to distinguish the most important 

factors that contribute to a team’s success.  

In an analysis that was based on data from Under-16 European male Championship 

teams [17], the researchers employed discriminant analysis to determine the most sig-

nificant attributes that dictated the final result. To explore the topic even wider, they 

firstly separated the individual matches into 3 clusters based on the corresponding dif-

ference in the final score. One cluster included the close games (under 9 points differ-

ence), another included the balanced games (10-29) and a final one the blowouts (dif-

ference larger than 29 points). Interestingly, the results of each cluster were different; in 

the close games the most significant attributes were the assists and the turnovers, while 

in balanced games the defensive rebounds and the 2-point field goals were the defining 

factors. Finally, in unbalanced games, only the accurate 2-point field goals discriminat-

ed between the winning and the losing team. As it turns out, there was no common 

dominant statistic that dictated the results among all of the three clusters [Figure 10]. 

 

 

Figure 10 
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In similar context, the researchers from Edmonton [13] tried to pinpoint the most im-

portant factors that can determine the victory in a game. They applied diverse analysis 

techniques: Association Rules Algorithm, Decision Trees and Neural Networks on a 

database that included the basic stats of all the games in NBA from 2012-2018. Also, a 

variety of software options was used like Python, Microsoft SQL Server Data Tools and 

Visual Studio either for cleaning or for processing the data. The Association Rules Al-

gorithm showed that the most important factors that dictate the winner are the defensive 

rebounds, the blocks and the 3-pt attempted, as shown in Figure 11: 

 

 

Figure 11 

 

As we can see, with high confidence and importance, if a team gathered around 40 de-

fensive rebounds and managed to score more than 11 blocks, it was a definite favorite 

for the win. Furthermore, a team with high number of attempted 3-points had more 

probabilities to get the W, as long as there was at least one good defensive rating (either 

in blocks or rebounds).  In general, of all the correlation statistics the study showed that 

the number of defensive rebounds has a direct relationship with the probabilities of vic-

tory. Of course even this point has many interpretations; a team with high DREB rating 

should have a good defensive system as to force the offence to miss their attempts, as 

well as, having good “box out” mechanisms to keep offence away from the offensive 

rebound. 
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Another clear trend that was investigated in [13] was the increase in 3-pt attempts over-

all in the NBA. Figure 12 shows the rise of 3-pt shots league wise during the years 

2012-2018. 

 

Figure 12 

 

We can observe the clear ascending trend in the average numbers of 3-pt shooting 

throughout the years. The results of the study have shown that the teams prefer to take 

shots either from the 3-pt line or within 5 feet of the basket; these have been proved to 

be the most efficient plays. Generally, a lot of arguments can be made about the mean-

ing of all the difference metrics in basketball, some of which will be analyzed in further 

sections of this paper. 

 

2.2.3 Betting 

Predicting scorers, champions and league leaders is the epicenter of the huge gambling 

community in sports. The betting industry is a large part of the sports industry. Millions 

of revenue is exchanging hands every day through the bets of fans and gamblers alike. 

Researchers [18] from Serbia tried to forecast the winner of NBA games by implement-

ing the Naïve Bayes algorithm (since it produced the best results), combined with mul-

tivariate Linear Regression for the spread (a value that is added to the score of one of 

the teams in order to equalize the chances of victory for betting purposes). The re-

searchers used in game stats for the model, as well as the corresponding standings of the 

year with the total sum of attributes to reach as high as 141. They used a variety of 

software options including Rapidminer, MySQL and JDBC. Naïve Bayes algorithm 
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with 10-fold cross validation achieved a satisfactory 67% accuracy. On the contrary, the 

spread was predicted successfully only in 78 out of 778 matches (10% accuracy), but 

the authors notes that it was expected as it is very difficult to find the exact difference at 

which a game will end. Figure 13 shows the general results of the model: 

 

        

      Figure 13 

 

This type of forecast is quite difficult because during the regular season in NBA it is not 

always the case that the best team wins (or that it will use its stronger assets in every 

game). The teams are not always so focused on winning every time, as the advantage in 

the playoffs is trivial. Consequently, a model that tries to predict the whole season will 

not be very accurate. It would be probably quite easier to build an algorithm that pre-

dicts only specific games (e.g. a specific matchup or a specific team) as it will have 

higher accuracy and as a result higher gains for the betting community. 

 

2.3 Clutch Performance in the NBA 

Our focus in this study is to examine the performance of the players during the last crit-

ical moments of the game. This is called clutch performance. Although the existing bib-

liography is not numerous, and the term is not yet officially defined, several scientists 

attempted to unravel the mysteries behind this topic. 

One of the most important characteristic of successful professional athletes is their abil-

ity to perform under pressure. Whether a sprinter is in the Olympics final in front of 

thousands of people, or making preliminary rounds in a local insignificant event, being 

a true professional he should be able to perform equally well. This is easier said than 

done: it requires experience, concentration, willpower and other mental capacities in 
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order to be able to focus on the task at hand. Avoiding thoughts and distractions that 

may hinder the way to success, limiting fears and hopes that can negatively affect the 

performance [50] are skills that can make the difference between the first and the sec-

ond place, especially in sports that are being decided in mere seconds (100 meters 

sprint/last shot in a close basketball match etc.).  

In NBA the discussions about the clutch performances and “clutch gene” is almost as 

old as the game itself. Jerry West, the player in the Logo of the NBA was the first one 

called “Mr. Clutch”, due to his uncanny ability to make strong plays in critical situa-

tions during the games, in conjunction with him being able to hold his composure even 

in the most intense moments. Michael Jordan is probably the most widely approved 

clutch player by the fans, while more recently Damian Lillard has been given the nick-

name “Dame Time” due to a series of game winning shots he made, Kawhi Leonard has 

been praised for his overall performance in critical games and Lebron James, Kevin Du-

rand and Stephen Curry have all acquired reputation of being extremely qualified to 

make the baskets when it matters most.  

 

In scientific literature, the notion of clutch performance is much more recent. As it gen-

erally incorporates a strong mental factor, some scientists consider it mainly psycholog-

ical in origin [51], while others [54] argue that it has not been clearly defined and needs 

more interpretations and specifications as a sports definition. In another paper [52] Pa-

patheodorou et al. discuss about the general notions of “clutch” and “choking” and sug-

gest a variety of training programs to help the young athletes perform better under pres-

sure. Although the recommendations on the paper are diverse and even reach the social 

impact of these training advices, the foundations lie on the principle of experience. They 

encourage the trainers to practice in situations similar to games with their young train-

ees, to teach them self-reflection and how to control their emotions and make better de-

cisions in pressuring circumstances. This perspective analyzes clutch performance as a 

skill that can be trained and improved upon, in comparison with other studies [53] that 

advocate that clutch is not an ability but a very good performance at a critical time. A 

one-time event that resembles more an episodic incident and the corresponding players 

do not necessarily elevate their game at those moments by choice but rather circumstan-

tial. Schweikle et al. [54] in their systematic review tried to build a framework by sepa-

rating these distinctions (ability vs episodic performance) and analyzing both cases 
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based on the corresponding literature, although conclusively they decided that the defi-

nition of clutch remains problematic. Traditionally, the focus in scientific literature was 

mainly on ‘chocking’ – when there can be observed a clear performance drop during the 

crucial moments of a game - especially when the stakes are high. Schwann [56] defined 

a psychological term as ‘clutch state’, which exist alongside the flow state, and under 

the certain circumstances of a game on the line, activate functions in the brain that can 

lead athletes to experience anxiety, technique abruption or focus difficulties.  

 

From a more statistical point of view, Berry and Eshker [57] in a relatively old paper 

compared the playoff versus the regular season performances of the same players look-

ing for differences that could indicate clutch or choking behavior. Their results showed 

no hint of clutch gene: almost every player had worse numbers in the playoffs than in 

the regular season. That being said, the playoff games are notoriously tougher especially 

from a defensive standpoint [58], and so this result hardly comes as a surprise. It would 

be interesting in such a study to rank the corresponding players according to their per-

formance both during playoffs and during the season, and then compare these two rank-

ing lists to pinpoint potential differences. Moreover, the authors [57] argued for confir-

mation bias, where NBA fans have the tendency to remember stunning achievements 

(especially clutch moments) and forget about poor performances. This idea is further 

supported by empirical study conducted by Wallace et al. [59], who clearly agree with 

the notion that fans like to overweight crucial successful plays, when they are achieved 

by their favorite players. The researchers compared the player statistics of the 4
th

 quarter 

versus the corresponding box scores from 1
st
 to 3

rd
 quarters and discovered no such re-

sult as elevated or clutch performance. In similar lines, in another study from Israel 

[60], data from 222 close games during the 2005-2006 season was analyzed to deter-

mine potential clutch factor in the performance of the players. More specifically, the 

researchers used different versions of ANOVA (Analysis Of Variance Method) on the 

scores and percentages of the players during the last 5 minutes of the games versus the 

last 5 minutes of the half-time. The result showed that the conceived star (clutch) play-

ers did indeed achieved higher scores, but this did not reflect a higher shooting percent-

age but rather increased number of shot attempts. In Figure 14 the performances of the 

players are illustrated and further categorized as clutch and non-clutch. As we can ob-

serve, the averages per minute are characteristically higher for the clutch players, a fact 
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which, as the authors suggest, can be explained by a variety of reasons (from being just 

better players to fans expectations to feeling the responsibility to justify their increased 

salary).   

     

    Figure 14 

 

While most studies at this level tried to incorporate all sources of scoring during the 

critical moments of a game, Price et al. [61] investigated specifically the free throw 

component. With play-by-play data from 2003 to 2010 in NBA games and almost 

500,000 data elements the empirical analysis gave a multitude of interesting results. 

Firstly, there was clear evidence that the NBA players do choke at the free throw line at 

critical moments; the situation is even worse, when the team of the shooter is losing, 

and when the shooter is inherently bad at free throws – they tend to shoot even worse 

when the game is on the line. Another interesting finding of this particular experiment 

was that the free throw is of great importance when the game is tied, but of almost neg-

ligible significance if the team who is winning is also shooting the free throw. In these 

cases, the team who is shooting the free throw has the same percentage of wins regard-

less of the outcome of the free throw. Finally, the authors [61] did not find any correla-

tion between the shot percentages and the home/away court advantage, which although 

somewhat surprising, shows that the players are not particularly distracted from the 

crowd. Similar deductions were observed in another case [62] where the researchers ex-

plored specifically free throws and offensive rebounds, two totally different statistics, in 

combination with home and away court advantage parameter. The results showed no 

effect for the visiting team either in rebounds or in free throw percentage, but in com-
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parison revealed an asymmetric impact of the pressure to the home team. There were 

cases that the home advantage could inspire the corresponding team, and other cases 

that the home pressure had detrimental effect on the home team leading them to a loss. 

The authors could not establish a pattern in the data to answer why or when each in-

stance happened and so they called it “asymmetric impact”. Free throws in the clutch 

were the focus of another project [63] that tackled the issue from another angle. The au-

thor used traditional statistics in order to rank how well some of the top players in the 

league perform at the free throw line during the last moments of the game, by compar-

ing them both to the league average and their own performance throughout the non-

clutch game time. Figure 15 shows the results: 

 

 

Figure 15 

 

The paradox of a free throw metric that ranks higher D. Howard than S. Nash is justi-

fied because Howard outperformed his own shooting percentage while in the clutch. 

Despite being a terrible free throw shooter on average, he managed to improve his accu-

racy considerably when the game was on the line. Steve Nash, one of the best free 

throw shooters in the history of the league, had such a high percentage, that his results 

during clutch time were slightly inferior (although by far better to Howard’s percentage) 

and that is why he ranks so low in the list. In spite of the fact that this is not a perfect 
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metric at any rate, a study like this can offer other insights like which players manage to 

outperform themselves when their team needs them to. 

More recently, Sarioz [53] used 11 years of data (2009-2019) to compare clutch versus 

non-clutch shooting percentages. He used t-test and binomial test to determine the exist-

ence of correlation in the distributions between the two variables. With generally strong 

p-values the results found no indication of clutch performance among the players. On 

the contrary he observed almost universal chocking, as the players’ percentages tend to 

fall during these stages of the game. As we have already mentioned there is limited evi-

dence both statistically and experience-wise that the players can actually improve their 

shooting accuracy during these critical moments. Except from all the mental factors that 

we have thoroughly analyzed in the literature, the players are generally tired at that 

point, while the defense most probably will challenge every shot when the game is on 

the line. To our understanding, a clutch performance ranking should incorporate both 

offensive and defensive stats, as well as individual and team modifiers. 
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3 General Terms 

In this part, important definitions about the topics of data mining and machine learning 

will be given. In the third subpart, some specific techniques that were directly or indi-

rectly used in this project will be analyzed, both theoretically and in the context of 

sports analytics. 

3.1 Data Mining 

Data mining is the process of discovering patterns, relationships and other information 

from large sets of data [64]. It incorporates extracting knowledge and insights that can 

assist the user answering a scientific question or making a calculated business decision. 

           

         Figure 16 [65, pp 17] 



-28- 

Starting from the datasets and following the process to acquire useful information, data 

mining can use mathematical, statistical and computational techniques to uncover inter-

esting insights by analyzing the structure of the observations. Data mining is consistent-

ly utilized in business to identify specific trends, anomalies and patterns [65] that are 

not inherently obvious to the user. Specialized methods often used in DM are associa-

tion rules mining, anomaly detection and clustering. 

3.2 Machine Learning 

Machine learning is a field of Artificial Intelligence that engages the development of 

algorithms and statistical models that allow computational systems to learn and self -

improve while training without being explicitly programmed. Their task generally re-

volves around creating a relation (function) that maps data points from input set X to 

output set Y ( f: X → Y) [66]. 

Machine learning algorithms are divided into 3 main categories: Supervised learning, 

unsupervised learning and reinforcement learning.  

 Supervised Learning uses labeled datasets to train the corresponding algorithms. 

In other words, it takes as input both data features and the target variable and ad-

justs the weights of the model accordingly until the model is optimized. Super-

vised learning is further split into 2 types of algorithms, namely classification 

and regression. In short, the focus of classification algorithm is to predict a dis-

crete target variable, while regression works for continuous values. 

 Unsupervised Learning algorithms find patterns based on similarity or density, 

but without apriori knowledge of what exactly are those common characteristics. 

 Reinforcement Learning is based on the trial and error principle. The algorithm 

works through a system of punishment and reward, where it tries to maximize 

reward by trying different approaches to the problem. 

 

 

3.3 Machine Learning Techniques 

In this subsection, we will mention and explain specific machine learning methods that 

were tested in this experiment. 
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3.3.1 Apriori Algorithm 

Apriori algorithm is used to determine relationships between items in a database. In 

brief, it is comprised of two stages: During the first stage, the algorithm calculates the 

number of appearances of items and consequently the frequency of all the possible item 

sets and keeps track of those combinations that exceed the minimum support percent-

age. During the second stage it takes all of the item sets that advanced through the pre-

vious phase and generates the association rules that exist between them, based on a giv-

en level of confidence. 

In a relevant study, Lan Yu [19] implemented a variation of the apriori algorithm on a 

database of students according to the PHS (Physical Health Standard) and their physical 

test scores, where he used the grades of Grip Strength, Vital Capacity, Standing Long 

Jump and Step Test as input and the grades of Total Score for prediction. Figure 17 il-

lustrates the results of the algorithm sorted by probability and importance. 

 

                           

                          Figure 17 

 

The results dictate that the two strongest dependencies are       

SLJ  ≥ 231.4 => TS ≥ 87.1 and  SLJ  ≥ 231.4 => TS ≥ 83.1 – 87.1, which means 

that the Standing Long Jump (SLJ) seems to be the most influential factor on the total 

score (TS) of the students. This kind of analysis takes the physical attributes and physi-

cal scores of a number of individuals and tries to predict the most important factor con-
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sidering the general athleticism of a student. Studies such as these can encourage uni-

versities to staff their teams with players that have higher SLJ for the competitions as 

they are more probable to achieve better results, or trainers may be advised to help the 

students improve their SLJ, which would lead to a better performance overall. Never-

theless, we have to mention here that these are possibilities that have to be researched to 

be proved or rejected and not something we can take as granted. Even the author [2] 

notes that other algorithms have to be tested (Decision Trees, NN etc) in order to evalu-

ate the consistency of the results.   

 

 

3.3.2 Gray Relational Analysis 

Gray Relational Analysis (GRA) is used in systems where there is lack of relevant in-

formation in the variables, called Grey Systems. The architecture [20] depicts the values 

as layers of white (known) and black (unknown) information, with the algorithm taking 

into consideration both types (grey information) to ultimately measure the importance 

of factors and assign relational degrees of importance to them that will determine their 

corresponding weight in the model. The technique calculates the Gray Relational Grade 

(GRG), based on the relation of the actual dataset compared to an ideal dataset, and uses 

this grade to rate the influence of the factors in a system. 

Mathematically, it creates a correlation matrix between a reference dataset and the actu-

al observed values [21]. Given that X0 = (x0(1),…,x0(n)) contains the reference data, and  

Xk = (xk(1),…xk(n)) contain the data that needs to be compared with X0, the algorithm 

calculates the GRG (Γ0k) based on the following formula [20]: 
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Figure 18 

 

GRC (γ0k), is called the Gray Relational Coefficient and measures the degree of corre-

lations between two specific factors, when GRG aggregates all the coefficients 

│x0(j) – xk(j)│ is the absolute difference between the values 

minmin│x0(j) – xk(j)│ is the minimum observed difference 

maxmax│x0(j) – xk(j)│ is the maximum observed difference 

ξ, is the Distinguishing Coefficient 

 

The Distinguishing Coefficient cannot be determined precisely before the experiment 

and that comprises the only unresolved element of the formula. Nevertheless, studies 

[22] have indicated optimal values in the range (0,1), an estimation that is also proposed 

by the founder of Grey System Theory, Dr Deng [20]. Throughout the years it became a 

tradition for the researchers to use the value ξ = 0.5 [23]. 

 

NBA studies that are based on Grey System Theory are not numerous due to the pletho-

ra of statistical information that is available since the introduction of SportsVu capture 

infrastructure. They had been used at the dawn of sports analytics, when there was the 

need to deal with missing information. For example, Kuo et al [24] used GRA (Grey 

Relational Analysis) to compare the fighting abilities of teams in the NBA from both 

Eastern and Western Divisions based on in-game performance statistics (field goals, as-

sist, rebounds etc.) of the season 2003/2004 in order to predict who will make the 

playoff. The study achieved a good accuracy of 13 out of 16 correctly classified teams, 

which displayed the viability of GRA in cases of basketball statistics. More recently, 
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Dr. Pradhan [25] applied GRA on regular season individual player statistics to rank 

them based on performance metrics. The study overall took into consideration 45 per-

formance metrics, 25 traditional (points, assist, fg, etc.) and 20 advanced (true shooting 

%, free-throw attempt %, etc.) and for simplicity reasons regarded only the top 100 sin-

gle player seasons. Interestingly, the overall and traditional statistics [25] ranked S. Cur-

ry’s 2015-16 season first and Jordan’s 1987-88 and 1988-89 seasons as second and 

third, while the advanced statistics had Jordan’s seasons first and Curry’s as third. All in 

all, GRA proved to be a reliable technique to approach this type of ranking challenges, 

especially due to its capabilities in cases of limited data. 

 

3.3.3 Linear Regression Analysis 

One of the most popular families of modeling techniques is the regression modeling. In 

regression, the models try to explain a response variable, with regards to a number of 

explanatory (independent) variables [26]. The target is to detect the best coefficients 

(weights) for the explanatory values that describe the response variable with the mini-

mum error (residuals). Since the models examine in detail the dependent variables, they 

assign corresponding weights that generally depend on the significance of each variable, 

but they can also pinpoint interesting correlations between them. The above characteris-

tics establish regression techniques as a suitable tool for predicting dynamic values and 

changes in real world cases. 

A special case of the regression family is the Linear Regression: In this model the de-

pendent variable has a linear relation with the independent ones and the general formula 

is the following: 

 

 Y = w1x1 + … + w2x2 + b, 

 

Y, the independent variable 

X1,…,Xn, the dependent variables 

W1,…. , the corresponding weights of the dependent variables 

B, is a constant that represents the error 
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Due to the amount of on-court stats in the game of basketball, linear regression model-

ing can be used to rate their importance in regards to a particular response variable (e.g. 

win, scoring, offensive performance). Chang et al [27] implemented linear regression on 

the basic statistical categories of 30 NBA teams during the seasons 2014-2019 to predict 

the expected score of every team in the relevant matches and thus, the consequent win-

ner. The results were not discouraging, as the model achieved a descent 83% average 

accuracy. Characteristically, in games between teams of the same division, the results 

were even better, although the model did not perform as well in cases of teams of dif-

ferent conferences. The main explanation for this behavior is the uneven number of 

games between teams in the league; teams in the same division play 4 times against 

each other per year, while teams in the same conference but different division play 3 

times and teams in different conference play only 2 times. The researchers tried to sur-

pass their initial results by employing forward and backward stepwise variable selec-

tion, but despite their efforts, the model did not improve any further. 

In another case [28], the author used regression to correlate player statistics with team 

results. Unsurprisingly, teams with more efficient players tent to perform better, alt-

hough in such cases the interesting part lies with the outliers. Yang uncovered which 

teams under-perform or over-perform and argued about the reasons behind these irregu-

larities based on his analysis. This example demonstrates that linear regression can sta-

tistically assist in a variety of ways. Along the same lines, this study [29] examines if 

there is a linear relation between the on-court performance of a player, his salary and his 

social media status. Although in the majority the assumption holds, there are several 

cases that were considered anomalies; for instance players with very weak performance 

rating but with more than average salary and even better social media reports. The linear 

models can easily pinpoint them out in order to study these cases further to determine 

the underlying factors. 

 

3.3.4 Neural Networks 

Probably the most popular algorithm of the recent years is the Artificial Neural Net-

works. ANNs are exceptionally capable of dealing with large amounts of data, and they 

can cope efficiently with dimensionality issues that may hinder other algorithms. The 

architecture (as well the name of the algorithm) was conceived based on the biological 
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neurons of the human and animal brain. The basic elements of the ANN are the neurons, 

which are structured in layers, and in the simplest case, they comprise an input layer, a 

hidden layer and an output layer [30]. The input layer receives the data, and it transmits 

it to the hidden layer – with every piece of information travelling to every neuron in the 

hidden layer. Most of the work is being done there, and the input data transforms ac-

cording to the specialized weights of the system, until the information is transmitted to 

the output layer through an activation function. This activation function provides a clear 

non-linear connection between the input and output values. Regarding the hidden layers, 

there is no limit on their number. There could be as many hidden layers as one wants 

(Deep Neural Networks), but that could increase the computation costs exponentially 

without any actual gain for the model. The number of hidden layers is generally dictated 

by the type of the data in question and the amount of data. Trying to build a deep NN 

with only a handful of input would most probably lead to overfitting problems. 

 

An ANN with one hidden layer with 4 nodes (neurons) is illustrated in Figure 19. The 

input values are multiplied with the corresponding weights upon entering the nodes. 

These weights are trained inside the model to achieve the smallest possible error based 

on the specific data and task. 
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    Figure 19 [30, page 459] 

Consequently, the values inside the node are aggregated and passed to a sigmoid func-

tion before they depart for the next layer (Figure 20). 

                                       

                                      Figure 20 [30, page 461] 
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ANNs have proved to be quite effective in a variety of real world problems, especially 

in cases that the input data format is difficult to comprehend or edit (audio, image pro-

cessing, signal processing, pattern recognition etc). Especially CNNs (Convolutional 

Neural Networks) were built for above tasks [31] and perform much better than the tra-

ditional algorithms. 

In spite of the mentioned advantages, a trait of NNs that is still discouraging scientists 

to use them is that their inner workings are like a “black-box” [32]: no one really under-

stands why a particular model works and why these specific trained weights can achieve 

such high accuracy in a prediction or what is their meaning. That means that it is diffi-

cult for researchers to answer qualitative questions based on NN. For instance, if a NN 

model predicts correctly the specific hotel that a customer chooses in booking.com, it 

will be unable to provide more information about the reasons of that particular choice or 

why it did not recommend another hotel. This kind of information is crucial in a lot of 

scientific fields, which means that there is still room for the more traditional machine 

learning approaches. 

In the basketball universe, an application [33] was built implementing the Neural Net-

works algorithms that predicts the players that are qualified to be inducted into the Hall 

of Fame (HoF) with an accuracy rating that reaches 0.93 (93%). The study showed that 

ANN achieved much better results than older attempts to predict hall-of-famers (like 

linear or logistic regression). The researcher also tested the ANN against a CNN with 

the former achieving higher accuracy (0.93 vs 0.91). Some interesting points of discus-

sion derived from the report [33] regard the choice of variables that were inserted in the 

model. For instance, the number of championships a player has won was deducted due 

to the fact that it could skew the results without having the appropriate meaning. The 

variable could not separate important players from rotation players if they had the same 

amount of rings. So in effect it renders Robert Horry with 7 championships much more 

probable Hall-of-Famer than Charles Barkley (0 championships), which is not true. 

There is also the case of duration of one’s career. The researchers noticed some outliers 

that would be very difficult for a model to predict (e.g. John Thompson with only two 

years in the league made the Hall-of-Fame). Nevertheless, the program continues to 

predict HOF inductees with high accuracy based on their stats and accomplishments. 

Another report that demonstrates the capabilities of NN was conducted in the University 

of Toronto [34] in Canada, where Wang and Zemel cooperated with the Toronto Rap-
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tors to analyze the offensive plays with NNs. In this particular study, the variables were 

actually location information being available through the SportVU tracking system as 

depicted in Figure 21: 

 

Figure 21 

The red trajectory follows the ball, while the blue is the single-representation of all the 

players. The rest of the colors are explained in figure. 

The input data for the NN model was in such pictorial format that represented the loca-

tion of the offensive players in the court and was captured with the VU equipment at 25 

frames per second. The particular model that provided the best results was the RNN 

(Recurrent Neural Network), a type of NN that can keep the algorithm stationary along 

the process, without accumulating useless noise (in this case by the irrelevant locations 

that the players would take in the court). After the data cleaning and preprocessing, 

there were selected 11 classes for the target variable representing 11 distinct offensive 

plays, while the size of the set of offensive sequences was 1435. After training and test-

ing, the advanced RNN model achieved 66% top-1 accuracy and 80% top-3. This was 

definitely an encouraging result given the type data and the complication of the study. 

Although this experiment may not have yielded any groundbreaking information, it was 

a clear indication of the special capabilities of NNs regarding pictorial data in pattern 

recognition achieved inside a complicated environment such as the basketball court.  

In similar philosophy, there was another study [36] that utilized RNN (Recurrent Neural 

Networks) in order to predict the accuracy of 3-point shots given the trajectories of 

more than 20,000 three pointers from NBA SportVU data. As the researchers discussed, 

the model had no prior knowledge of basketball notions or feature engineering; the only 

actual data was the trajectories of the ball as sequence movement. The final model man-

aged to achieve accuracy of more than 84% when the ball was 8-feet away from the 

basket. All in all, the RNNs clearly outperformed the other tested models (Linear, and 

Gradient Boosted Machines (GBM)) in this particular experiment. 
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In other cases, the NNs were used to predict the MVP of the league for the years 2011-

2019 [35] with relative accuracy. Nevertheless, as we have already discussed, the au-

thors [35] agree that the MVP voting tends to depend on various off-court factors 

(popularity, social status, commercials, team approval and many others) that are not di-

rectly connected with in-game statistics. This kind of predictions is the hardest to ac-

complish without taking into consideration the team of the corresponding players, as it 

clearly impacts the voting results. 
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4 Methodology 

This part explains the steps taken to complete the data mining task. It includes Data Ac-

quision and Collection, where there will be thorough analysis of the terms and the pro-

cedures that were executed in order to complete these processes. In Data Acquisition 

section there are many important information about the challenges that modern data sci-

entists face when trying to obtain the data, while in Data Collection we cover our own 

undertakings in order to acquire the relevant datasets. 

In the following sections, we continue with data preprocessing steps, which is data 

cleansing, variable filtering and feature transformation. Data preprocessing is a critical 

and time-consuming step in the data analysis process, as it ensures that the data is in 

suitable format and quality for analysis. The final quality of the data and how well it has 

been cleaned and prepared, directly impact the accuracy and reliability of the analysis 

and models. 

4.1 Data Acquisition 

Obtaining the relevant data is a vital part of every data mining procedure. The quality of 

the processed data is of paramount importance; it can make the difference between a 

well calculated decision and a wrong recommendation. Moreover, the format of the data 

determines its eligibility to a variety of platforms, operations or algorithms. Data with a 

lot of noise – that is, irrelevant content, empty values, or in inconsistent formats – is dif-

ficult to process and translate into useful information. 

Especially with the expansion of big data services, the amount of sports data being gen-

erated has increased dramatically. Real time statistics, exercise performance [37], health 

metrics, training schedules and recommendations are only a handful of the affected cat-

egories. Performance data can now be tracked in real time through wireless and mobile 

technologies [38]. Sensors are able to transmit signals from the athletes during the actu-

al activity, which can lead to more effective monitoring and predictive (or even pre-

scriptive) adjustments to be applied.  
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Nevertheless, these advances do not come without equally significant challenges [39]. 

Firstly, the data is obtained by so many diverse sources and in so many different for-

mats, which creates problems of heterogeneity and algorithmic biases. Moreover, as Big 

Data is characterized by high dimensionality and huge sample sizes, it demands heavy 

computational resources and cause instability issues [39] in algorithmic procedures (es-

pecially in case of outliers). These challenges require a change in statistical methods 

and computational techniques in order to be addressed successfully. And although there 

are already new frameworks, which are designed with high data complexity and data 

security in mind [40], there is still a lot of work to be done, mainly in aggregating the 

different formats of data into a single homogenous unit that can be accessed and pro-

cessed by data mining algorithms. 

4.2 Data Collection 

In this particular project we used clearly defined basketball statistics from reliable 

online sources, namely basketball-reference.com [44] and nba.com [45]. To obtain the 

datasets we used two methods: 1) we downloaded freely accessible excel workbooks 

when possible, 2) we used data scraping techniques with the programming language Py-

thon [46] and its relevant libraries to download the necessary data. 

 

4.2.1 Definition and Properties 

Data collection involves the process of gathering information on variables of interest 

from a variety of sources [41] in order to answer a data-based question or to use in data-

based projects. The data may consist of different data types (e.g. numerical, categorical) 

from different data sources (observations, books, questionnaires, webpages) [42] and 

formats (.csv files, text files, video files etc.) for a single project; it is the responsibility 

of the data scientist to find ways to integrate these data in order to provide useful infor-

mation for the particular question.  

Even more importantly, the researcher should ensure that the data satisfies a set of basic 

qualities [43]: 

 Accuracy: The data points should be accurate, without errors and describe the 

true values and properties of the measured variables. 
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 Completeness: The data should not have empty values and should include all 

the mandatory information. 

 Validity: Data should correctly represent the concepts it is intended to measure, 

avoiding biases and distortions. 

 Consistency: Data should be relatively homogenous and following certain 

standards in its entirety. 

 Relevance: Data should not contain information unrelated to the topic, which 

just add noise to the problem. 

 Security: Data should screen private or sensitive information (according to the 

latest GDPR standard in Europe and the state laws in the USA). 

 

4.2.2 Web Scraping 

It is advisable at this point to reference some points concerning the legality of web 

scraping. Scraping is a method for data extraction in order to secure information from 

online sources automatically. It is used through software platforms like Python or R and 

the goal is to download the selected information in a concise and structured format [47]. 

Due to its recent emergence and peculiar nature, data scraping has not yet been defined 

under a universal legal framework [48]. Disputes over Web Data that have been brought 

to the court of justice were based on illegal access of a computer, illegal access of data, 

copyright issues and breach of contract but several courts remained divided and had dif-

ficulty reaching a verdict [48]. These cases tend to get resolved based on the particular 

website’s “terms of service”. Still, in some instances even the terms of service were not 

enough to obtain guilty verdict, as, in a widely discussed case [49], the court of appeals 

ruled initially that scraping publicly available data does not violate the Computer Fraud 

and Abuse Act (CFAA). As a general rule, until solid legal guidelines around web 

scraping have been established, the users must be aware of the legal implication of data 

scraping and always check the permissions provided by the website and the terms of 

use. 
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4.2.3 Our Sources 

As we already mentioned, we downloaded traditional basketball statistics from the NBA 

season 1996-1997 to season 2017-2018. The data included two (2) .csv files for each 

year: one for the regular season and one for the playoffs, so we ended up with 44 files.  

The relevant code for scraping the data lies at appendix 1.  

Regarding the initial filters from the [44] source, we chose to include only games where 

the point differential was 5 or less – which means only very close games, and we lim-

ited the stats only to the last 3 minutes. 3 minutes seemed a reliable choice as there is 

still enough time to separate random phenomena from a consistent behavior and it is not 

far away from the end that the teams would not get their best players to chase the victo-

ry. The following table (Table 1) illustrates the format of our initial variables: 

 

Table 1 

The name of the Variable Short Description of the Variable 

Player “The name of the Player” 

Team “The team for which he played in that 

particular season” 

Age “The age of the Player” 

GP “How many games he played in that pe-

riod” 

W “How many wins he got in the aforemen-

tioned games” 

L “How many loses” 

Min “How many minutes he played on aver-

age” 

PTS “How many points he scored on average” 

FGM “How many field goals he made on aver-

age” 

FGA “How many field goals he attempted on 

average” 
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FG% “The field goal percentage” 

3PM “How many 3-pointers he made on aver-

age” 

3PA “How many 3-pointers he attempted on 

average” 

3P% “The 3-pointer percentage” 

FTM “How many free throws he made on av-

erage” 

FTA “How many free throws he attempted on 

average” 

FT% “The free throw percentage” 

OREB “How many offensive rebounds he aver-

aged” 

DREB “How many defensive rebounds he aver-

aged” 

REB “How many total rebounds he averaged” 

AST “How many assists he averaged” 

TOV “How many turnovers he averaged” 

STL “How many steals he averaged” 

BLK “How many blocks he averaged” 

PF “How many personal fouls he averaged” 

FP “His average Fantasy Points” 

DD2 “Number of double doubles” 

TD3 “Number of triple doubles” 

+/- “Plus – Minus” 

*The numbers are specific for the studied time period (last 3 minutes with the optional 

addition of overtime) 
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The FP statistic (fantasy points) is a made-up metric to calculate the weekly perfor-

mance of the players. In NBA, it is calculated based on the following formula: 

FP = 1*Points + 1.2*Rebounds + 1.5*Assists 

Although an interesting statistic to discuss and further analyze, it will not affect our 

work, as we will define our own metrics that are directly related to the topic of interest. 

The +/- (plus minus) statistic signify the score difference of the team while the particu-

lar player is on the court. If a team is losing 5 points when a player enters the court and 

finishes winning by 3 when he is substituted, that means that for this specific period in 

the game, the corresponding plus/minus score is +8. Again, an engaging variable when 

examined under the proper context, it can definitely offer special insights about the im-

pact of the player on a team. Nonetheless, in a case like ours where we do not necessari-

ly compare players of the same team or against their own previous performances, it 

should give diminishing rewards. 

The following table (Table 2) shows a part of the preliminary dataset of the regular sea-

son 1996-1997 that we obtained from the webpages: 

 

Table 2 : Players are ordered based on their average points 

 Player Team Age GP W L Min PTS FGM FGA FG% 

1 Melvin Booker GSW 24 1 0 1 6.2 4 2 4 50 

2 Eldridge Recasner ATL 29 3 3 0 2.3 3.7 0.7 1.3 50 

3 Michael Jordan CHI 34 28 19 9 2.6 3.1 0.7 1.8 38.8 

4 Hakeem 
Olajuwon 

HOU 34 37 25 12 2.6 2.9 1.1 1.8 59.1 

5 Mitch Richmond SAC 32 36 19 17 2.8 2.6 0.7 1.7 40.3 

6 Grant Hill DET 24 32 20 12 2.6 2.5 0.8 1.5 50 

7 Cedric Ceballos PHX 27 10 6 4 2.4 2.5 1 2.1 47.6 

7 David Robinson SAS 31 2 1 1 2.1 2.5 1 2 50 

9 Terrell Brandon CLE 27 34 12 22 2.8 2.4 0.7 1.5 47.1 

10 Dana Barros BOS 30 3 1 2 1.6 2.3 1 1.3 75 

 

We can already notice some irregularities: Melvin Booker is depicted as the best clutch 

scorer for this year with 4 points per game but if we look closer we can observe that he 

has only a single relevant match in which he managed to score 4 points and not only 

that but the minutes average is at 6.2 while we are examining a period of 3 minutes. 
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Obviously, this is not a mistake, but an indication that Booker played in a single close 

game, which was decided in the overtime and he managed to score 2 field goals. 

If we check further down the list we can notice that half of the first 10 players have an 

extremely low amount of games and should be considered outliers, which will be dealt 

with in the data cleaning phase of the project. 

 

4.3 Data Cleaning 

Data cleaning, otherwise called cleansing or scrubbing [67] is the process of finding and 

correcting errors, irregularities and anomalies. It ensures that the data possesses the 

qualities mentioned in paragraph 4.2.1 and assists in the analytical process of the data 

mining project by making the data easier to comprehend, process and scrutinize. The 

scope of data cleaning is to improve the general quality of the data sets and deal with 

any form of collection errors, missing values, outliers or irrelevant information that may 

hinder the whole process. In real world problems this step is usually time-consuming as 

the unprocessed data tends to hold large amounts of noise that obstruct the efficient ap-

plication of the data mining algorithms. In some cases, certain machine learning tech-

niques may be used in this part – like clustering, to distinguish observations that have 

similar properties and are of interest to the particular research question from the rest of 

the useless observations that are considered as noise. 

In our case, the data sets we downloaded are in very good condition, already processed 

and cleared of errors and missing values. So in this part, we will concentrate on three 

operations: 1) dealing with outliers, 2) filtering pointless and impractical information, 3) 

create and transform variables to make them more relevant to our research question. 

 

4.3.1 Outliers 

The main issue with our dataset is the one we mentioned in the previous section: the ex-

istence of players with very few games that may have had exemplary performances but 

with a little or no reproducibility. To alleviate this fact we either needed to establish a 

lower limit at the number of games of the eligible players or use the number of games as 

a variable with negative weight at our formulas. We easily chose the former approach as 

the latter would complicate our algorithms without any tangible benefit. The question 
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then was: how are we going to define this limit? It definitely cannot be arbitrary; it 

should have some statistical justification.  

The main goals are for the sample to be representative of the clutch as ability and not as 

random incidents of performance. Also, as a general guideline, a larger sample size 

(more games) tends to provide more reliable and stable statistical estimates. If a player 

has played a significant number of games, their performance statistics are likely to be 

more representative of their true abilities. In order to manage to achieve a relevant sta-

tistical stability we decided to run ANOVA tests in a small sample of our datasets to 

find an optimized threshold for the “GP” (“Games Played”) attribute. 

The procedure was as follows: First we divided the datasets into smaller groups based 

on the GP. We used the regular season datasets because the samples were characteristi-

cally larger and they would be much more helpful. We separated the groups by 5 

games:  

 Group 1 : 0-4 Games 

 Group 2 : 5-9 Games 

 Group 3 : 10-14 Games 

 Group 4 : 15-19 Games 

 …. 

 Group 10 : 45-49 Games 

 

We should notice here that the 10
th

 group in all cases had only just a couple of players, 

e.g. for 1996-97 the only players in the group were P. Ewing and C. Oakley from the 

New York Knicks. Groups like that would definitely behave strangely but for the pur-

pose of our research that did not bother us at all; the larger number of close games these 

players took part in, the better. In this part of our work we focused on the groups with 

the least amount of games. 

After separating the groups we ran ANOVA (Analysis Of Variance) to determine dif-

ferences in the distribution of the groups, with variable of interest a Clutch Performance 

Estimator (CPE) that we will define later in this paper. It generally resembles Tendex 

values but with a bit more emphasis in specific statistics related to clutch performance. 

The ANOVA showed in all cases significant differences between the sets, so we chose 

the Tuckey’s HCD test as a post-hoc test to compare all possible pairs of groups and 



47 

 

determine where the differences are significant. The results of the HCD test are depicted 

in the following figure [Figure 22]: 

 

Figure 22 

We did not expect a definitive answer, given the nature of the problem and the limited 

game-time period that we are examining, we had our doubts if this method will actually 

help, but as it turns out it gave us useful insights.  

As we can observe the first group with the fewer games (0-4) – which we would defi-

nitely omit, seems to have not important statistical differences with the next 4 groups, 

while the p-value would get much lower from the group 25-29 and onwards. This meant 

that the distribution of the players with less than 25 games had different characteristics 

than for the players that had more close games in a season. We also run more of the 

same tests ANOVA and Tukey’s HCD for the different groups and seasons and finally 

we decided to define the threshold at 20 games for each season. In similar logic we de-

fined the equivalent threshold for the playoffs at 5 games. 

 

The only problem would be in cases where a clutch performer played for a team that got 

consistently in the playoffs but was eliminated in the first round, and the player did not 

make our playoff lists (because he might list less than 5 close games). Still, if his per-

formances were that good, he should appear in the regular season’s sets, which will def-
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initely include him in our analysis. All in all, we felt that the 5 games limit in the 

playoff, and the 20 games limit in the regular season made a lot of sense both from sta-

tistical and empirical standpoint.  

 

4.4 Variable Filtering 

At this stage of our project we needed to further improve our dataset in order to make it 

even more suitable to our specific goals. We examined theoretically and from our own 

knowledge and experience which of our initial attributes had little or no useful infor-

mation to offer in order to decrease the number of variables for our problem. 

So let’s offer a summary of the variables we decided to omit [Appendix]: 

 TEAM – the team variable in a time span of 22 years should have no effect in 

the analysis. The teams change every couple of years, as does the coaching staff 

and even the directors. Also we are having a player comparison in this study not 

a team comparison, which makes it irrelevant 

 AGE – although we would like very much to include if the age of a player does 

play a role through his experience in his crucial decision in clutch moments, this 

particular study will not include this parameter. We would have to include play-

ers as a time series and observe their performances as the years go by. Neverthe-

less, we will absolutely keep this as a future work project. 

 REB/DREB – this was a very curious debate, because despite the fact that re-

bounds are one of the most important statistic in basketball, the defensive re-

bound in clutch moments is not what makes the difference, and it is not a big 

play – teams are expected to gather the defensive rebounds. From this perspec-

tive offensive rebounds are much more interesting to examine at these moments. 

That being said, we could not delete the rebound category without using statisti-

cal methods first, so we kept it for the time being. 

 FP – as we mentioned fantasy points are not the focus of this research and offer 

no benefit to keep 

 DD2/TD3 – double-doubles and triple-doubles have no usefulness because they 

do not represent the clutch period but the whole game. 
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 Plus/Minus – although an interesting statistic on its own, that definitely can 

show the impact of a player on the court, we could not think of a way to utilize it 

in our project. 

 

One last action was to cut all the regular season datasets to 50 players. This was a minor 

change; all our data sets were at around 50 already after the previous data cleaning 

steps. The playoff datasets had of course even less players but that is expected as the 

teams are fewer. The main reason was that having the same amount of observations in 

each set would further enhance homogeneity in the data and it would make our later 

work with the algorithms much smoother. The filters to decide which players would be 

cut were points, games and performance indicator. 

 

4.5 Data Transformation 

In this part of the project we will make some slight changed to our dataset in order to 

make it more relevant to the particular domain that we are examining and assist us in 

the algorithmic solutions that we will test in the next chapter. 

Our first step was to add a new attribute in the datasets that declares the relevant year of 

the specific statistics of the player. Since we are at some point going to compare and 

aggregate many of the datasets, we will need more details about the performance of a 

specific player. For instance, we will stumble upon the name Kobe Bryant and his stats. 

He always played for the Los Angeles Lakers. How are we going to separate if we are 

talking about 2001 Kobe, or 2008, or any of the other years. So we added this variable 

that will inform us about the year and the stage (regular season vs playoffs). 

Furthermore, we had to define a target statistic. As we explained earlier, supervised 

learning requires a target variable: a dependent variable that we are trying to compre-

hend and predict. For this reason, we decided that the W/GP (Wins divided by Games 

Played) was a good enough statistic. It is not perfect, but since there was no way for us 

to distinguish the result of every game individually, it was the next best choice. Most of 

our data points are on average, and so this average win/loss fraction will be a descent 

target variable as we will witness in the next chapter. We also subtracted the “W” (win) 

and “L” (lose) columns as their information were passed to the new attribute “WinPer-

centage”.  
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So, Figure 23 illustrates a sample of the final form of our 44 datasets after the data Pre-

processing part. 

 

 

Figure 23 

 

As we explained, all the relevant stats are here plus the “YEAR” (R2012 means Regular 

Season of 2011-2012, as opposed to P2012 which would indicate Play Off of the same 

season) and the “WinPercentage” means the Win/Games_Played fraction. 
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5 Algorithms and Modelling 

In this section we are going to use a variety of algorithms to rank feature importance 

and then test diverse models that adequately evaluate the performance of the players in 

the dataset. So the first part consists of the Feature Selection section, where are goal is 

to determine the most significant attributes that contribute to a successful clutch player. 

Afterwards, we will utilize our findings in order to build a model that can approximate 

the observations in the dataset concerning our target variable. 

5.1 Feature Selection 

Firstly, to decrease the number of variables we decided to omit the “FGM” (field goals 

made) and “FGA” (field goals attempted) as they are sufficiently described in FG% 

(field goal percentage). The same applies for the free throws, as the only relevant statis-

tic is the percentage. We were also able to exclude the 3-Point statistics as they are in-

herently represented in both the “PTS” (points) and “FG%” (field goal percentage), both 

the volume of the 3 point shot and the accuracy were calculated in the above metrics.  

The next variables that we wanted to address were the “REB” (Rebounds) and the “PF” 

(Personal Fouls).   

Rebounding is a complicated statistic category; it is imperative to gather the rebounds as 

a team effort to win the match but as a personal performance indicator does not always 

correlates with wining conditions. Getting a lot of defensive rebounds is important, but 

also dependent on the other team missing their shots, which in turn is mainly contingent 

on the overall team defense. As in our dataset we could not obtain advanced defensive 

statistics for this little game period that we are analyzing, we did not want to have the 

results skewed by high defensive rebounding numbers that are not considered “personal 

big plays” by the literature, and are better explained with overall team defense perfor-

mance. The original correlation matrix of all the statistics of the aggregated dataset de-

picted in Figure 24 gave some information to continue. By far the highest correlation 

between our variables was that between the offensive and overall rebounds. That was 
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expected as the one category is part of the other, but we had little other information 

about how the categories impact the overall performance. 

 

Figure 24 

 

We also applied the mutual information (MI) metric, the Variance Inflation (VIF) 

measure, the Pearson Correlation Test and more, in order to start obtaining patterns or 

similarities in the data but the results initially were underwhelming: The actual problem 

was the lack of uniformity in the dataset. 

5.1.1 The Best of the most consistent - approach 

We initially started by trying to analyze the dataset in order to recognize important fea-

tures that contribute in achieving a descent Win-Loss Ratio but the data contained more 

than 1500 records of players that were part of the last minutes of close games: The data 

was full of players that appeared in the games –but without regarding their individual 

performance, which means that as far as the statistical methods are concerned, the con-

tribution of M. Jordan and L. Longley in the W/L Ratio of the Bulls games during the 
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years 1997,1998 is the same, even if the latter rarely touched the ball during these criti-

cal moments of the last minutes. This had a devastating impact in our earliest models as 

they could not properly explain how players with low stats managed a much better W/L 

Ratio than other players with much superior clutch performance. In order to properly 

model the performance of the players (that also leads to a high win rate), we needed to 

find a way to use a compound of features that achieves a strong statistical presence and 

simultaneously leads to better W/L Ratio. 

The first step was to filter the best performances and we achieved that through a combi-

nation of traditional Tendex metric with True Shooting(%), that we called “Initial Met-

ric”. At this point, we would like to note that this metric was not meant for specific in-

dividual evaluation of the players. We tested different formulas that returned similar 

results in 90% of the cases, which means that the actual purpose of the formula was to 

give a vague but reliable list of the best performances along these 22 years.  

Then we added a count variable to the dataframe that indicated how many times a play-

er appears in the aggregated list. As we have already mentioned, the data consists of 22 

years of regular season and play-offs, so a player could at maximum appear 44 times (of 

course this is impossible as nobody in the NBA has played more than 21 consecutive 

years as of yet). The count list is illustrated in figure 25. 

                           

  Figure 25 
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Subsequently, we took the average of the Initial Metric for every player and multiplied 

it by the number “count/3”. This was done in order to let the consistency of the players 

in the list play its role in the final results. So a player who had appeared more times in 

this period of the NBA would have higher rating than another with fewer appearances 

given their Initial Ratings would be equal. So our dataframe at this point was as follows 

in Figure 26: 

 

Figure 26 

Next we chose the leading 50 players based on the Multiplication Result and we re-

turned in the original dataset and we filtered all the records to include only our desired 

list of top and consistent performers. The names of the players that made it to the list is 

the following: 

 

['LeBron James', 'Kobe Bryant', 'Dirk Nowitzki', 'Paul Pierce', 'Dwyane Wade', 

'Kevin Durant', 'Steve Nash', 'Tim Duncan', 'Chris Paul', 'Chauncey Billups', 

'Allen Iverson', 'Russell Westbrook', 'Carmelo Anthony', 'Vince Carter', 'Ray Al-

len', 'Kevin Garnett', 'Tony Parker', 'Richard Hamilton', "Shaquille O'Neal", 

'Pau Gasol', 'Chris Bosh', 'Joe Johnson', 'Jason Kidd', 'Kyrie Irving', 'Stephon 
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Marbury', 'Reggie Miller', 'Karl Malone', 'Stephen Curry', 'John Stockton', 'De-

Mar DeRozan', 'Monta Ellis', 'David West', 'Michael Jordan', 'Deron Williams', 

'Kyle Lowry', 'Rasheed Wallace', 'Carlos Boozer', 'Al Jefferson', 'Damian Lillard', 

'Chris Webber', 'Zach Randolph', 'Jason Terry', 'James Harden', 'Derrick Rose', 

'Sam Cassell', "Amar'e Stoudemire", 'Andre Miller', 'John Wall', 'Gary Payton', 

'Paul George']  

 

We were satisfied with the result, as the list had a nice variety. Both younger (John 

Wall, Paul George) and older players (John Stockton, Michael Jordan) made it to the list 

through our algorithm (mainly based on their performances as they did not have too 

many appearances in this era), while less famous but consistent players like Carlos 

Boozer and Al Jefferson were not missing. 

There was one final issue with the dataframe: It depicted the performances of the best 

and most consistent players of the period without regarding their teams’ results. Since 

this dataset was built in order to use data analytics to investigate the major factors that 

contribute into winning during the ‘clutch’ period of the game and given the fact that 

players like Lebron or Kobe, who have 26 and 23 appearances would definitely have 

some good and some bad runs, we used the variable “W/L Ratio” in order to delete their 

less than average performances. So, in general, after some testing, we found that a limit 

of 0.6 “W/L Ratio” was good enough for our analysis.  

To provide an example: Shaquille O’neal’s 1998 playoff stats would be filtered out be-

cause he played 6 close games from which his team won only 1 (17%), while his stats in 

the 2000 playoff run would be added to the dataset, since from the 8 close games that he 

took part in, LAL managed to emerge victorious in 7 (88%). 

What we achieved was for this specific dataset to include the individual performances 

of the best and most consistent ‘clutch’ players of the era, but only the cases where they 

managed to actually lead their teams in a descent ratio of Wins. A part of the final fil-

tered dataset is shown in Figure 27.  
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Figure 27 

As we can observe in Figure 27, the dataset that we will work to build our performance 

model consists of some of the best individual clutch performances compared with great 

team results. Jordan in P1998 champion, Malone and Stockton in P1998 made it to the 

finals, Kidd in P2003 made it to the finals, of course Kobe and Shaq from 2000-2004 

had a great couple of years. All in all, this dataset is made from the greatest and the 

most consistent winners. A last note, the final dataset consisted of 212 records. 
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5.1.2 Variable Analysis 

 

 Correlation 

 

With the new dataset the correlation table looks much more insightful (figure 28). 

 

Figure 28 

Except the obvious relations between REB and OREB (and BLK as they are commonly 

achieved by big players), we can also observe that the calculated correlation between 

OREB and W/L Ratio is quite larger than that between REB and W/L Ratio, which 

means that our dataset has managed to uncover the importance of offensive rebounding 

in clutch situations. Moreover, the FG% statistic seems to be exponentially more im-

portant than the PTS category as far as W/L Ratio is concerned, which comes as no sur-

prise since even players that lose many shots can achieve descent scoring numbers, but 

their lack of accuracy could lead their team to defeat. Another remark would be the high 
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correlation between BLK and W/L Ratio; this tendency has been appearing throughout 

all of our tests and in almost all our datasets and was something not entirely expected. It 

seems that these really big defensive plays are very important (especially) at the closing 

of the game, something that we will explore even more. Finally, we would like to men-

tion the negative relations of TOV (turnovers) and PF (personal fouls) with W/L Ratio. 

Although turnovers are self-explanatory, the actual significance of personal fouls and 

the impact they have on the performance of the players or the outcome of the game is 

quite more complicated. Actually, we can assume theoretical causation between these 

variables, in the context that the teams that are chasing in score, tend to make more 

fouls to stop the clock. These are intentional fouls which have nothing to do with per-

formance. A smart foul –or a bad foul could be a good indicator as a clutch play, but 

unfortunately there is no way to distinguish between these fouls and the intentional 

ones. So we decided to drop this variable from our analysis, to avoid wrong implica-

tions.  

 

Figure 29 

Figure 29 hints at a linear relationship between fouls commited and W/L ratio. Unfortu-

nately, this can be explained by the intentional fouls tactics to stop the clock. 
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 Mutual Information 

Another interesting experiment was through the use of the Mutual Information Measure. 

Mutual Information (MI) calculates the amount of information shared between two var-

iables. In more detail, it tries to quantify how much our knowledge of one variable (e.g. 

an independent variable) reduces the uncertainty about the other variable (e.g. the target 

variable). So in machine learning it can be applied to assess the dependency between a 

feature and the target variable. Figure 30 depicts the results of the use of the non-

parametric version of MI in our dataset concerning the W/L Ratio variable: 

 

Figure 30 

As we can observe the results again show that the W/L Ratio has a much stronger rela-

tionship with offensive rebounding than overall (and defensive) rebounding during the 

last moment of the game. Other than that, blocks again show up as a dominant factor, 

while turnovers and steals follow. 

So following the above test, we decided to keep OREB and drop REB for the purpose of 

the feature ranking calculations. Both from empirical standpoint and now from statisti-

cal one, we have shown that REB is less significant than OREB given their dependency, 

and as we have already mentioned we consider offensive rebounding a much stronger 

late game personal statistic, than defensive rebounding which is mainly a team effort 

(contest shots, block-outs etc.). 

 ReliefF Algorithm 

ReliefF is method that attempts to evaluate the importance of features in the dataset by 

comparing the values of instances with their neighbors. It is underlying assumption en-

tails that attributes that are contributing towards the diversity of the instances in the fea-

ture space are more probable to be significant for the regression task. In general, ReliefF 

can be applied for feature ranking, assisting in identifying the most prominent features 

for predicting a continuous target variable. 
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Figure 31 

Figure 31 shows the results of the ReliefF Algorithm: We notice that blocking is still 

one of the most prominent features that contribute to better W/L Ratio, and generally 

the results have not been much different than the previous methods. We started discern-

ing a pattern in the data. 

 

 Variance Thresholding 

Variance Thresholding is simple metric in variable selection that is used to filter the 

variables based on their variance to determine which of them surpass a certain limit 

(threshold). The primary notion is that attributes with low variance contribute less in-

formation towards the target variable, which in turn may be used to filter them out or 

adjust the relevant weights in the model. In our case given a threshold variance of 0.05, 

the results were the following (figure 32): 

 

Figure 32 

So we can see that the features PTS, FG% and FT% have the highest variability in the 

dataset, and despite the fact that according to our previous tests they had less impact on 

win percentage, they still important information for the model and they should not be 

omitted. 

 Variance Inflation Factor (VIF) 

Variable Inflation (VIF) is a statistical measure that calculates the level of collinearity 

between independent variables in regression analysis. Multicollinearity is defined by 
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two or more features being highly correlated, which makes it more difficult to compre-

hend the individual impact of each of these features towards the target variable. In sta-

tistics, a value of 1 indicates no collinearity while a value of 5 or 10 or higher is consid-

ered indicative of problematic levels of collinearity that may increase standard error, 

and cause lower precision in coefficient estimation in the models. Let’s see the result in 

our experiment in figure 33: 

 

Figure 33 

Expectedly, the levels of collinearity between PTS, FG%, FT% in the datasets were 

very high. Although this has a logical basis, as a player is expected to score points when 

he has higher shooting percentages, it was amplified by our filtered dataset since we on-

ly took the best performances from the top players.  

To deal with this, we decided to merge these features into one that encompasses them 

all sufficiently: True Shooting Percentage (TS%). We analyzed this statistic thoroughly 

in the literature review [53] and we tried using it for our own purpose. Let’s see the re-

sults (figure 34):  
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Figure 34 

So conclusively the new set of VIF values along with the other measures indicate a sig-

nificant improvement in terms of collinearity and correlation scores. The inclusion of 

the new variable, True Shooting Percentage (TS%) seems to have contributed to a more 

balanced set of VIF values, which generally lead to more stable coefficient estimates in 

the regression models.  

Finally, with this modification, our variable selection is finalized and we can proceed to 

model testing. 

 

5.2 Modelling 

In this section we are going to test different machine learning models in order to find 

the better fits and use the relevant coefficients to define our own performance metric. 

5.2.1 LASSO (Least Absolute Shrinkage and Selection Operator) 

Lasso algorithm is useful for variable selection, as well as regularization. In general, the 

method appends a penalty to the linear regression function, and attempts to minimize 

the squared residuals under the restrictions that the sum of the absolute coefficient val-

ues does not supersedes a particular constant. This penalty term is defined by the user 

and is known as parameter Alpha (a). All in all, through the use of the parameter its 

purpose is to reduce the significance of irrelevant features and helps with overfitting by 

limiting the coefficients. The assignment of the parameter value is crucial for the task 

and should be tuned according to the relevant dataset. 

To calculate the optimal Alpha for our dataset, we used 10-fold Cross Validation for the 

values from 0.0001 to 100. Eventually the optimal value was found Alpha = 0.0006. 

Using this value we separated the data into training and test data in proportions 80%-

20% and applied the model. The results of the coefficients are shown in figure 35. We 
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can see that blocks were by far the most influential factor while offensive rebounds and 

turnovers followed.  

5.2.2 Elastic Net  

Elastic Net is a regression technique similar to Lasso that is also used for variable selec-

tion and regularization. It actually uses a twofold L1/L2 regularization, where L1 is the 

Lasso technique that attempts to nullify the impact of certain variables by assigning 

their coefficients to 0 and L2 is derived by the Ridge technique and its purpose is to deal 

with possible collinearity issues by penalizing the sum of the square of the coefficients. 

In Elastic Net there are two (2) hyper parameters: Alpha (a) which defines the overall 

strength of the penalty and L1_ratio which regulates the balance between L1 and L2 

values. So if L1_ratio is close to 1 then L2 is almost 0 and the Elastic Net gives similar 

results with the Lasso algorithm. In case L1 is 0 then L2 is 1 and the Elastic Net resem-

bles the Ridge algorithm. And for all the values in between there is a combination of the 

two. 

In our case we again used 10-fold Cross Validation to determine the best values for the 

hyper-parameters. The optimal alpha value turned out to be Alpha = 0.0007, while the 

best L1_ratio was found to be L1_ratio = 0.9. This actually meant that the best Elastic 

model would very much approximate the Lasso model, as illustrated in figure 35. 

 

Figure 35 

 

5.2.3 Simple Linear Regression 

Both Lasso and Elastic Net are actually based in linear regression, so we did not expect 

much different results from simple linear regression. We again followed the 80-20 split 
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of the data, and the outcome was not surprising (figure 36) although the (negative) coef-

ficient for the TOV (turnover) category was much higher, which actually hints at how 

important are the mistakes during the final moments of the game. 

 

Figure 36 

5.2.4 Decision Trees and Random Forest 

After the linear parametric methods we saw above, we decided to test the non-

parametric decision tree and random forest techniques. These models make limited or, 

no assumptions at all, about the underlying distribution and they are not defined by a 

fixed number of parameters. Decision trees perform splits based on the data characteris-

tics alone, while random forests consist of an ensemble of Decision Trees, with each 

tree in the forest built upon a specific subset of the data, a characteristic which makes 

Random Forest quite robust against overfitting. 

In our test we continue to use the 80-20 split of the data, and in the random forest after a 

few tries, we settled at the hyper-parameter: n=100 estimators. The following figure 

(figure 37) represents the model results concerning the importance of the variables. 
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Figure 37 

Evidently, these methods have captured different peculiarities inside the data compared 

to the previous algorithms; it is the first time that the TS% shows stronger bond with the 

W/L Ratio than every other variable (and with a large margin). Taking into considera-

tion the inner workings of the models, we can reasonably claim that these models have 

caught the pattern that high scoring and percentages tend to lead to better results, totally 

ignoring the cases that they do not – in comparison with the parametric models, where 

the coefficient of the TS% variable was heavily mitigated by the opposing cases. That 

being said, the BLK feature is following in significance establishing the notion that 

clutch defensive plays can dictate the outcome of the games. 

 

5.2.5 XGBoost (Extreme Gradient Boosting) 

XGBoost algorithm belongs to the family of gradient boosting, a technique that con-

structs a model by using an ensemble of weak learners in sequence (e.g. decision trees), 

forming a new and improved model step by step by correcting the mistakes of the pre-

vious versions of the model. It contains a loss function, the L1 and L2 regularization 

terms that we already met at Elastic Net to penalize large coefficients. Another im-

portant property for our case is that it provides a clear measure of feature importance 

based on the number of times that a specific feature is used to split the dataset across all 

trees in the model. In effect, XGBoost is considered a non-parametric technique, though 

there are a handful of hyper-parameters that actually dictate the amount of trees, their 

depth, as well as other characteristics.  
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In our dataset we tested the XGBoost Algorithm extensively, since it provided quite in-

teresting results. Figures 38 and 39 portray the feature importances of two versions of 

the model: the first one without any hyper-parameter tuning, while the second one after 

running 10-fold cross validation parameter tuning on the data.   

                           

                          Figure 38 

                        

                       Figure 39 

 

We noticed a significant improvement in the feature importances after the proper hyper 

parameter tuning. We can see that the significance of BLK was heavily decreased (al-

most by 25%) while the importance of TS% and TOV increased considerably. This was 

one of the most successful models that we tested, it described the data reasonably well 

and the conclusions converged with our testing and domain knowledge. 

 

5.2.6 Other Algorithms 

We also tested a couple of more techniques but the results were underwhelming and 

there is no reason to incorporate them in this study. These algorithms included the dis-

criminant stepwise regression method, the Gaussian processes method, and even a cou-

ple of neural network attempts.  

 



67 

 

5.2.7 Conclusions 

The purpose of this extensive testing and modeling was to investigate the most domi-

nant individual performance factors that contribute in higher win rate for the team in 

close games. The models could not (and were not expected to) be able to predict the 

outcome of games with high precision; basketball is a team sport and personal perfor-

mance could never substitute or surpass the importance of team effort.  

That being said, we uncovered characteristics in the personal stats of a player that can 

improve the chances of a team to win a clutch game. We managed to discover the most 

significant factors that are highly correlated with higher win-rate in close games and we 

found out which algorithms comprise a good fit for the data in question, and which 

could not provide relevant results or sufficient conclusions. 

In the final chapter, we are going to define our own clutch performance metric based on 

the observations we made so far, and apply it to the original sets, to rank and evaluate 

the best clutch performances in the NBA from 1997 to 2018.  
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6 Player Evaluation 

In this part, we will present our own clutch performance formula, which is grounded 

both upon our domain knowledge and basketball sense, as well as the machine learning 

deductions we have established so far. 

6.1 Estimation of Clutch Competency (EoCC) 

To define a meaningful statistic that can adequately describe the ability to perform well 

under pressure in the basketball court, we have to start from scoring. It is by definition 

the most important category of the game: if the players cannot score, the team cannot 

win. The fans celebrate the heroic players who manage to score the winning bucket, the 

press praises or condemns the corresponding shot, and statistically having good scoring 

with descent accuracy highly improves the chances of success. So the first term would 

be the Points [PTS] statistic, mediated by True Shooting (TS%). 

Subsequently, to limit opponent’s scoring the team has to present strong defensive ca-

pabilities. In personal terms, and given the scope of our dataset that would mean Blocks 

[BLK] (as suggested by our previous work) and Steals [STL] with relevant coefficients 

based on the machine learning algorithm results.  

Next we have offensive rebounds, and assists: [OREB] can offer a second chance for a 

team offensive, which cannot be underestimated while [AST] is less obvious, since we 

managed to find no clear indication of its impact on the winning percentage or if team 

effort in these critical moments is actually more effective than personal attempts. 

Finally, we will multiply the formula with a Turnover [TOV] coefficient, since last mi-

nute mistakes are detrimental to the chances of winning: Every algorithm, every test we 

tried showed a clear negative relation between winning percentage and turnovers. There 

is also the psychological element of a clutch turnover, a factor that has led many teams 

to lose even double figure advantages in a few moments. 

 

 

 

The formula we ended up using our notes and after some tuning was the following: 
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Estimation of Clutch Competency (EoCC): 

 

([PTS]
2
* 
[𝑻𝑺%]

𝟏𝟎𝟎
*1.2 + 1.4*(1.75[BLK]+[STL]) + 2[OREB] + [AST])*(0.625-[TOV])

  

  

Some notes on the formula: 

The most important variable is [PTS] with [BLK] and [TS%] next, as suggested by the 

modelling. The final 3 in order of significance are [OREB], [STL] and [AST]. 

The most intriguing variable is the [TOV]. The turnover statistic plays the role of the 

modifier in the formula: a high value is detrimental for the performance rating (as the 

average turnovers of the player approximate the value 0.625* the rating will converge to 

effectively 0) while a low [TOV] will barely affect the rating.  

 

*99.5% of the players have lower [TOV] value than 0.625, while the average through-

out the records is only 0.16. That being said it was imperative to penalize a high turno-

ver count. 

 

6.2 Overall Player Evaluation 

We started with an overall evaluation of the performance of the players along all da-

tasets (1997-2018). The results (figure 40) uncovered some unexpected records: After 

M. Jordan’s exemplary 1998 Playoff performance, in the second place ranks R. West-

brook at the 2017 regular season. In 36 close games, Westbrook achieved (top of the 

whole dataset) 5.2 average points, 0.4 assists and even 61% True Shooting. His only 

misplay was 0.3 average turnovers, which mediated his score considerably. In other 

notes, Isaiah Thomas managed great numbers throughout the whole 2017-18 regular 

season, while in a typical Lebron fashion, 6 of the 20 best performances during these 22 

years belong to him. 
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Figure 40 

A very interesting point that we can raise from the list, is that the majority of the strong-

est performances were achieved in cases where the team had a “lone superstar” in the 

roster, who was the go-to player during the last moments of the games. And that is ex-

actly where our models had difficulties adjusting, because these teams rarely managed 

to be championship winners. Let’s elaborate: Lebron’s appearances in the top-20 list are 

entirely with the Cleveland team (2007-08-09-10-18) and specifically never when he 

was accompanied by a top-player like Kyrie Irving. Allen Iverson was leading Philadel-

phia 76ers for years without major help, Westbrook achieved extreme stats (averaged a 

triple-double) following Durand’s departure, Dirk’s second best player was J. Kidd at 

age 38 and even Jordan was almost always the universal choice for the Bulls when the 

game was on the line. Notable exceptions are Stockton 1997 playoff stats and K. Bry-

ants’ 2000 playoff run, where they had help from Malone and Shaquille O Neal respec-

tively. Interstingly, Kobe’s ranking was elevated especially due to the defensive factor 
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(figure 41), while Stockton averaged a top 0.8 assists with 84% True Shooting, which 

hint that they were not the exclusive choice in their teams. 

 

Figure 41 

Another query that we had was to explore the most consistent top clutch performers 

throughout the analyzed seasons. To achieve this, we created a new dataframe with the 

count of the appearances of every player in the list and their average EoC score. To pre-

serve the significance of consistency we only included in our set players that had at least 

6 records. Figure 42 provides some new insights: 

 

Figure 42 

As we can see Jordan’s average is the highest (4 runs with Bulls, 2 regular seasons with 

the Wizards), while Kobe is ranked close second, with DeRozan, Lebron and Wade fol-

lowing. DeRozan’s numbers, although a bit of a surprise, were not entirely unexpected. 

DeMar DeRozan was the go-to player in Toronto between 2014 and 2018 and had very 

reliable clutch statistics. Having the reputation of a modern mid-range specialist, 

DeRozan’s jumper could provide a valuable scoring option when the three-point oppor-

tunities may be limited or when a higher percentage shot is needed to secure crucial 

points. Taking into consideration the top-5 list, it raises the question whether the mid-

range is the better choice during those late game scenarios. All of the mentioned players 

excel in mid-range and despite the fact that Lebron and Kobe relied also in consistent 3-

point scoring, it was never their specialization. Investigating the correlations between 
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the choice of shot in late game situations, and how this affects the outcome of a game 

will be a future goal to continue on this research.   

 

6.3 Yearly Ratings, Top 3 Evaluation 

In this section, we wanted to analyze in more detail the consistency of the top clutch 

players and how often they appeared in our list. For this task, we made lists with the 

Top 3 clutch rating based on EoCC of every occasion. We ended up with 44 lists of 3 

players: 22 for the playoff years and 22 for the regular season.  Then we calculated the 

count of the respective player appearances in our Top-3 lists divided by the count of 

their appearances in the whole dataset. This way we could calculate a percentage of how 

often these star players managed to achieve top performance in order to evaluate their 

consistency. 

In figure 43 we can see the result based on our Regular Season data, while in figure 44 

are the respective results from the Playoff data. 

 

Figure 43 

We can notice that the highest percentages are associated with lower number of appear-

ances as far as the Regular Season dataset is concerned – but the results of Lebron 

James, Kevin Durant, Dwyane Wade, Kobe and Stephen Curry are remarkable. Lebron 

James managed to rank among the best 3 clutch performers throughout half of his long 

career. Another note for the regular season leaders was that the list of the Top-3 per-

formers was looking like a private club for the most part. The same names appeared 

again and again. That can also be argued about: While in the relatively small scope of 
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the playoffs, some rotation players may manage to surpass their usual stats and achieve 

average numbers comparable to the numbers of the superstars, in the long regular sea-

son, the ball will end up to the hands of the best player in the vast majority of cases. 

Furthermore, the defense in the playoffs in notoriously harder, especially on the stars of 

the opposing team, which gives the opportunity to rotation players have their “moment 

in the sun”. For example, in the 1997 finals, Jordan got double-teamed in the last mo-

ments of the last game, as J. Stockton rushed towards him, leaving Kerr alone. Jordan 

passed the ball, Steve Kerr took the shot and the rest is history. 

 

The relevant data from the playoffs provides some other insights though. There are 

more players in the Top-3 lists, and especially lower profile players like Peja Stojakovic 

and Kyle Lowry* seemed to have a knack for this kind of close games. Nevertheless, 

the most intriguing performance of this table is Kobe Bryant who managed to achieve 

great numbers 6 out of his 8 playoff runs, which makes him by far the most dominant 

clutch playoff player of this era. Although, this comes at little or no surprise, it turns out 

Kobe consistently outperformed himself in the playoffs, when compared to the regular 

season. To present an analogy, since here we have two of the greatest players of all 

time, our data indicate that Kobe (over)doubled his percentage of being in the Top3 

from 33% to 75% when in playoffs while Lebron almost halved his own from 46% to 

27%. That is really quite impressive given that Kobe has 3 times more appearances in 

the Top-3 lists from almost all his competitors and speaks volumes about his resolve, 

determination and winning mentality. 
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Figure 44 

 

A couple of notes: We subtracted players with a single record in either category; Even if 

their performance were admirable, this test was supposed to assess consistency. Also, 

the percentage calculates how many times a player appeared in the top 3 category divid-

ed by how many times it appeared in the filtered clutch player datasets. So of course all 

of the players in the tables actually played many more seasons, they just did not partici-

pate in enough close games to qualify for our datasets. 

6.4 Trends And Inflation 

Another property we scrutinized based on our knowledge and the literature is how these 

ratings were affected throughout the years. Our formula was hard-grounded in original 

traditional basketball statistics, so trends or changes in the game (especially considering 

the extensive duration we are studying) could affect the statistical objectivity. To ex-

plore this issue we averaged the EoCC ranking based on the respective year (e.g. aver-

age 1997 ranking would encompass all the player ratings from both the regular season 

and the playoffs of the year 1997). Figure 45 graphically illustrates the results: 
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Figure 45 

 

We can detect a slight ascending trend in the data, which means that the average ratings 

of the players tend to increase throughout the years. 

Nevertheless, to statistically examine this hypothesis, we applied the Mann-Kendall 

Trend Test. The Mann-Kendall test is a non-parametric test that evaluates the existence 

of a monotonic trend in a time series. 

In the following picture (figure 46), we have the Mann-Kendall Test results: 

 

Figure 46 

Evidently, there is significant (p<0.05) increasing trend in our data. Tau is also an indi-

cation parameter of a strong monotonic trend in the data. 

In our context, this means that the statistics of the players are increasing during the pe-

riod we are examining. This could be dependent on a variety of factors: The statistical 
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patterns may change over time due to shifts in playing styles and strategies (e.g. modern 

3-point focus), the coaching mentality and the team dynamics rarely remain constant, 

and even the phenomenon (often referred to as “stat-padding) that players actively pur-

sue certain statistics to enhance their individual records. Although, interesting by nature, 

we do not have the data and we are not going to speculate about the causes of this pat-

tern in this paper. 

6.5 Observations 

Clearly, the concept of a “lone superstar” or primary option in crunch-time situations is 

evident in many successful teams, where a star player shoulders the responsibility of 

scoring or playmaking when the game is on the line. However, our study also raises an 

interesting point about the correlation between individual performances and team 

championship success. While having a clutch performer is undoubtedly an asset, win-

ning championships requires a combination of factors, including team chemistry, depth 

coaching strategies, and overall team performance. In some cases, a team’s success in 

clutch situations may not directly translate to championships due to various factors, 

such as the competitiveness of the league, the strength of opposing teams, or specific 

matchups. Additionally, playoff success often involves multiple players stepping up at 

different points in a series, not just in clutch moments. 
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7 Discussion / Future Work 

7.1 Discussion 

In this paper we investigated the performance of NBA players during the last critical 

moments of close games. The term ‘clutch’ appeared a lot throughout our literature re-

view and our own work and not without a reason. As we thoroughly analyzed in section 

2 of this paper, ‘clutchness’ has not yet been clearly defined within the sports universe. 

Some researchers claim it to be the ability to perform better than normal under special 

circumstances in critical moments. Others consider it a spontaneous exemplary perfor-

mance doubting its reproducibility. We explored the corresponding final minutes’ stats 

from the NBA and compared the players to rank the best of the best in this category. 

The focus of this study was to distinguish the most important factors that contribute to-

wards better winning chances during the last moments of the games. We defined our 

own clutch performance metric (EoCC) and used it to compare the performances of dif-

ferent players under similar circumstances. Something that was argued in the literature 

but was out of the scope of this experiment, is comparing the players’ clutch statistics 

with their own average numbers during the rest of the game. Firstly, this has been done 

in previous work discussed in section 2 of this article, and secondly, from our own intui-

tion and basketball knowledge, aggregating and averaging the statistics of the last criti-

cal plays and comparing them with the averages of the rest 45 minutes would create cer-

tain loopholes. Teams tend to behave differently when the game (or even a champion-

ship!) is on the line. Some coaches can even have special plays for these moments [55] 

that have never revealed just to catch the other teams off-guard. On that account, our 

research totally ignored the rest of the player stats and we only worked on the last 3 

minutes period.  

Our results provided interesting insights about the player efficiency during the last 

minutes and how this affects the probabilities of a positive outcome. For instance, we 

found out that the best clutch players were mid-range specialists, while the big-men ap-

peared sparsely. That is not out of common sense: the perimeter players will firstly ini-

tialize the offence and then try to pass the ball inside. That being said, we found high 

correlation between blocks, offensive rebounds and winning percentages, which means 

that the centers and power forwards of the teams, still contribute towards the victory 
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conditions, although their role is somewhat outshined, since it is usually the perimeter 

players that dictate the offence during these moments.  

Another puzzling observation of our study was the relation between top clutch perfor-

mance and seasonal team success. We found out that although the best personal stats 

were achieved by players in teams who relied on a single superstar for their clutch scor-

ing, the better team results and the higher winning percentages were obtained by teams 

who had more than one go-to clutch players. For example, while Lebron’s best individ-

ual performances were regarded with the team of Cleveland in the years 2007-2009, his 

most successful runs were with Miami and the co-superstar Dwayne Wade, where they 

also won 2 national championships. So in general while individual performance may 

lead to victories, it cannot guarantee overall team success.  

7.2 Future Work 

The main problem we encountered when trying to materialize our ideas was the lack of 

specific data. Thankfully we managed to find some basic basketball player statistics and 

filter them according to our purposes but there could be so much more done if the re-

quired data was publicly available. Due to the nature of these statistics computational 

power is not an issue. There are not complex or ambiguous attributes; the difficulty lies 

in accessing the particular data values. Thanks to the SportsVU equipment, advanced 

information in the basketball court can be captured in real-time and even processed later 

but it is not freely available for the public or the student data scientist. Nevertheless, we 

would like to share some ideas for expanding our work in the future, in case we are giv-

en the opportunity. 

A proposition that we explored but eventually did not manage to implement, was to find 

a way to introduce weights into our performance formula based on the timing of the in 

court statistics. A shot during the last 20 seconds of the game has probably more signif-

icance from a shot 2 minutes earlier and so on and so forth. So it was intriguing to in-

spect ways to realize this notion into a mathematical term.  

Moreover, a query that occurred during our research was to determine whether mid-

range game is still prevalent during late game situations when the need for secure deci-

sions may discourage the teams from taking the currently popular but risky 3-point shot. 

Our work indicated that the best clutch players were experts of mid-range game so a 

following up study could investigate further. 



79 

 

Also, there is the presumed term of “stat-padding”: Since almost all performance ratings 

are based on certain stats, there is all-around discussion about players trying to artifi-

cially increase their numbers (forced assists, free rebounds etc.). In our study we en-

countered clear increase in the numbers throughout the years, although there could be a 

variety of explanations except stat-padding, and this assumption has to be examined in 

detail. 

 

One interesting topic that we would like very much to investigate is to clearly differen-

tiate and compare team plays vs isolation plays in the last critical moments. A study like 

this could also provide hints to the importance of having strong clutch performers in the 

team; the results may direct coaches towards having a more balanced roster that can col-

lectively deal with critical plays than having a superstar that is bound to get the ball dur-

ing the last seconds. Unfortunately, advanced statistics are required as opposed to using 

only the assist as a team effort. An assist is counted only when the play is successful, 

but there is no way to count unsuccessful team plays, for instance. Still, this kind of in-

formation is not too difficult to obtain with the right equipment, and it definitely makes 

a nice research question.  

Another idea is the individual plus-minus, especially between certain couples of offen-

sive-defensive players. As we have already discussed [12], there is data to work on this 

project, so it would be very intriguing to explore whether some players can force others 

to a bad decision that may decide the game.  

Moreover, a discussion among basketball enthusiasts is whether the ball should go to 

the player that is having the best performance in that particular game, even if he is not 

the first option in general. Although not backed by any data, this is an argument that in-

stinctively makes sense; if a player has a strong game overall, why would not he be able 

to perform during the final stages? 

All in all, there is a lot of space that can be explored in the particular domain. From 

psychological factors to pure basketball statistics the researchers have not even yet de-

cided that clutch performance is an ability that can be honed and not an incidental event. 

Still, with the complex data that can be obtained with the new systems, and given the 

required resources, eager sports analysts can definitely assist in answering this kind of 

questions, giving important information to the coaches and teams and expanding the 

knowledge and understanding of the basketball universe. 
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