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Abstract 
This dissertation was written as a part of the MSc in Data Science at the International 

Hellenic University. 

The field of Sports Analytics has been experiencing rapid growth, with applications that 

are extremely beneficial to sports clubs. These organizations can use data to their ad-

vantage by gathering information about players and the game itself, and then using that 

knowledge to get important insights to improve the player’s performance. Dozens of 

matches are played each week, thus resulting in a variety of available data. 

The primary objective of this dissertation is to predict a player’s performance within the 

domain of football. Most specifically, it aims to predict the number of goals a football 

player is likely to achieve in the upcoming season based on historical data. 

To achieve this, football data were collected from reliable online sources [1]. Following 

that, feature engineering techniques were applied to shape the acquired data into the ap-

propriate format. To place the data in a historical context, an approach called as season 

lag features was used. Additionally, a strategic approach was taken to enhance the anal-

ysis, where the original dataset was split to focus on the top 30% of players based on 

goal performance. 

Six different machine learning algorithms were developed using python in order to 

achieve low metric values. The results were analyzed and compared in order to establish 

which model performed better in each case. Remarkably, the XGBoost algorithm 

emerged as the standout performer, achieving the lowest metric values with a Mean Ab-

solute Error of 1.29 when applied to Serie A's dataset. Notably, an unusual observation 

emerged during the Bundesliga dataset study. It was discovered that using a reduced 

dataset resulted in better outcomes. 

KEY WORDS: Python, Sports Analytics, Machine Learning, Data analytics, Linear 

Regression, Ridge Regression, Random Forest, Gradient Boosting, XGBoost, Multilin-

ear perceptron, Octoparse 
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1 Introduction 
This dissertation consists of eight chapters, with each chapter serving a specific pur-

pose. The initial chapter is the introduction of this topic. Following this, the second 

chapter, Background Information, discusses some general terms of machine learning, 

data mining and sport analytics. The third chapter, Literature Review, analyzes earlier 

studies in performance prediction as well as the historical evolution of sports analytics 

across various sports. Chapter four, Prediction Models, discusses the theory of the ma-

chine learning algorithms that were developed in this dissertation. Moving on to chapter 

five, Methodology, the methodologies applied during the experiments are descripted. In 

chapter six, the outcomes of the models used are presented. Chapter seven, Discussion, 

compares and analyzes the results. Finally, the eighth and concluding chapter, Conclu-

sions, wraps up the dissertation and presents proposals for future study. 

Sports analytics has transformed the world of sports nowadays. Sport analytics provides 

organizations and coaches additional information about a player's performance through 

new tracking technologies. This vast amount of data assists coaches in improving their 

decision-making and strategy. This innovation has boosted team competitiveness while 

also making sports more exciting for fans, who now have real-time access to a wealth of 

statistics. 

This dissertation focuses on football. Football is one of the most famous sports globally, 

with a massive fanbase and significant financial investments. The scope of this disserta-

tion is to predict a player’s performance in terms of goals using historical data. To 

achieve this, the models will be trained on information from the four seasons before, 

with the final evaluation taking place during the last season (2022-2023). To be more 

specific, players from four different leagues are included. Specifically, Bundesliga, 

Premier League, La Liga and Serie A. Furthermore, the final case includes a dataset 

where players from all leagues are added.  

There is a big variety of available online data and repositories which contain statistics 

about players. However, it was decided to collect data from Sports Reference, which is 

a valid source of information.  Data were collected for more than 5000 players from 
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season 2017-2018 to 2022-2023. Preprocessing and feature engineering techniques were 

needed in order to transform the dataset into the appropriate format, to be inserted in the 

prediction models. Furthermore, season lag features were implemented, alongside with 

the split of the dataset into the top 30% of players in each league. 

Various implementations were tested. To begin with, unique approaches for each league 

and for the overall dataset were used. Each implementation was further divided into two 

versions: the first encompassed the entire dataset, while the second focused exclusively 

on the top 30% of players, determined by their goal performance. Ultimately, each ver-

sion was further subdivided into three cases, determined by the attributes utilized in the 

training process, as elaborated in the subsequent chapter. For each case, various ma-

chine learning algorithms were tested. Specifically, these were: Linear and Ridge Re-

gression, Random Forest, Gradient Boosting, XGBoost and Multilayer Perceptron. 

The last step was to measure the effectiveness of the models. Mean Absolute Error 

(MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Absolute 

Percentage Error (MAPE) and R-squared were the five-evaluation metrics for each al-

gorithm. The results depicted that the best metric values had XGBoost algorithm using 

the dataset of Serie A and the attributes of case 1. Case 1 attributes contained the 10 

most correlated features related to the target variable ‘Gls’. 

Certainly, a variety of external factors can have an effect on a player's performance. 

These variables include the player's mental state, injuries, weather, team dynamics etc. 

However, this research indicates that accurate predictions about the performance of a 

football player are possible. The added value of this dissertation is the use of advanced 

statistics, as well as the transformation of these statistics to historical data. Additionally, 

this dissertation penetrates into the world of cultural and gameplay variances, offering a 

layer of insight into how predictions differ between football leagues. Strategy and per-

formance patterns are deeply connected with the distinctive characteristics of each 

league. 
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2 Background Information 
In this section, general terms related to the topic will be analyzed. The first subsection 

refers to Machine Learning (ML), a branch of artificial intelligence that enables com-

puters to learn from data and make predictions. There are three main categories of ML: 

Supervised, Unsupervised and Reinforcement Learning, as it will be explained below 

[2]. The next subsection is focused on Data Mining, the process of identifying hidden 

patterns and important insights within massive datasets to help decision-making [3]. 

Lastly, Sport Analytics is analyzed. Sport Analytics involves the collection and analysis 

of data related to athletic performance, team strategies and fan involvement in order to 

enhance decision-making and improve overall outcomes in the sports industry [4]. 

2.1 Machine Learning 
Machine learning (ML) is a subset of artificial intelligence that empowers computers to 

learn from training data and find the patterns in data. ML uses algorithms to mimic how 

humans learn, eventually boosting their accuracy. As a result, the models can generate 

accurate predictions and become more experienced in decision making [2] [5]. ML has 

many applications, as shown in the diagram below. 

https://www.ibm.com/topics/machine-learning 

 

Figure 1: Machine Learning Algorithms [6] 
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There are three types of machine learning: supervised learning, unsupervised learning, 

and reinforcement learning [7]. The differences will be analyzed in the following chap-

ters. 

 

Figure 2: Machine learning approaches [7] 

2.1.1 Supervised Learning 
In supervised learning, the algorithms are trained on data that are labeled. The algorithm 

divides the dataset into two parts, using one for training and one for testing. The model 

continues to be trained until it recognizes the correlations between the input and the 

output data [7]. 

There are two categories of supervised learning problems: classification and regression. 

Classification classifies a set of data into specific categories. The output takes discrete 

values or classes. Some of the most known classification methods used are Linear clas-

sifier, Support Vector Machines (SVM), Decision Trees and Random Forest. On the 

other hand, regression is used to find the relationship between dependent and independ-

ent variables [7]. Some of the most well-known regression methods include Linear, Lo-

gistical and Polynomial Regression. The models employed in this dissertation are exam-

ined in the chapter Prediction Models. 

2.1.2 Unsupervised Learning 
On the other hand, algorithms in unsupervised learning are trained on unlabeled data 

with as little human supervision as possible and because of this, they are also known as 

self-organizing algorithms [8]. Unsupervised learning is divided into two major catego-
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ries: clustering and dimensionality reduction. The goal of clustering is to divide a set of 

points into groups, where points in the same group are more comparable to those in oth-

er clusters. Dimensionality reduction reduces the number of input variables in a dataset 

[7]. 

Some of the most commonly used algorithms are [2][9]: 

• Association Rules: if-then statements that aid in demonstrating likelihood of re-

lationships among data. For example, if certain items are present, there is a high 

probability that other items will also be present. 

• Clustering: a method of grouping similar data points or objects based on their 

characteristics or attributes. There are various clustering algorithms, and the 

method chosen relies on the data and the specific problem. Here are some exam-

ples of common clustering methods: 

o K-means clustering (Exclusive and overlapping clustering) 

o Ward’s linkage (Hierarchical clustering) 

o Average linkage (Hierarchical clustering) 

o Complete (or maximum) linkage (Hierarchical clustering) 

o Single (or minimum) linkage (Hierarchical clustering) 

o Gaussian Mixture Models (Probabilistic clustering) 

• Apriori Algorithms: the goal is to identify frequent item sets, meaning finding 

items that are often purchased together. 

• Dimensionality Reduction: a data preprocessing technique used in ML to reduce 

the number of variables or features in a dataset.  The most common algorithm is 

Principal Component Analysis (PCA). 

• Singular Value Decomposition (SVD): a mathematical approach for expressing 

a matrix as a sequence of linear approximations that reveal the inherent structure 

and significance within the matrix [10]. 

2.1.3 Reinforcement Learning 
Reinforcement learning is quite similar to the human learning mechanism. Reinforce-

ment Learning is trained by a trial-and-error process. Rewards and punishments are em-

ployed in response to the model's feedback. The goal is to develop a model that maxim-

izes the agent's overall cumulative reward [11]. 
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The elements that describe a Reinforcement Learning problem are [11]: 

1. Policy: Indicates how the learning agent behaves.  

2. Reward function: Feedback from the environment. Positive rewards indicate de-

sirable actions, while negative rewards signal undesirable outcomes. 

3. Value function: A state's value reflects the total expected reward that an agent 

can acquire over time, beginning with that state [12]. 

4. Environment model: They provide a way to simulate or predict how the envi-

ronment will evolve based on the agent's actions [12]. 

 

Figure 3: Action reward feedback loop of a Reinforcement Learning model [13] 

The most used Reinforcement Learning algorithms are: 

• Markov Decision Process (MDP) 

• Dynamic Programming 

• Monte Carlo method 

• Q - Learning [11] 

2.2 Data Mining 
The rapid collection of data resulted in the development of structured databases and da-

tabase management systems (DBMS). Data mining is the transformation of data to in-

sightful information, the process of extracting useful patterns or knowledge from mas-

sive amounts of data. Knowledge discovery in databases, knowledge extraction, and da-

ta dredging, are some of the other terms that are used to describe it. Different types of 

information repositories are able to benefit from data mining, such as: business transac-
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tions, scientific data, medical and personal data, surveillance video and pictures, satel-

lite sensing and text reports [3]. 

The process of Data Mining is illustrated below. 

 

Figure 4: Data mining as a process of knowledge discovery [3] 

Steps like data selection, data cleaning are vital for all the data mining algorithms to 

work. The next step is data transformation, where the selected data are turned into suit-

able forms in order for the algorithms to find the patterns and extract useful information 

[14][15]. 

2.3 Sport Analytics 
Sport analytics refers to the data collection, analysis, and interpretation of data related to 

sports. It involves applying statistical approaches, data visualization, and technology to 

find patterns, trends, and insights that can improve sports decision-making, by optimiz-

ing team tactics, improving player performance, or increasing fan engagement [4]. As a 

result, sport analytics has become an essential tool for teams, coaches, and organizations 

[4]. 
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2.3.1 Sport Analytics’ Categories 
There are two main categories of sport analytics: on-field and off-field analytics. The 

first one contains several concepts like helping teams in game strategy, methods for 

boosting the performance of the players. Of-field analytics is concerned with increasing 

the fan engagement, monitor ticket sales and cut expenses [16]. 

2.3.2 Sport Analytics’ Applications 
The emergence of sports analytics in recent years has been spectacular. Data-driven in-

sights have radically changed the way sports are played, coached, and understood. In-

spired by the revolutionary method presented in the film "Moneyball," teams from all 

disciplines have adopted a more analytical perspective. Based on Michael Lewis' book, 

this film depicts how the Oakland Athletics baseball organization used statistical analy-

sis to construct a competitive squad despite financial restraints. The success of "Money-

ball" indicated a new era in which analytics have become a vital tool for improving 

player performance, refining strategy, and gaining a competitive advantage, as analyzed 

further below [17].  

One of the applications of sport analytics is performance optimization. By evaluating 

data from sensors and trackers, data science improves athlete performance in sports. 

This information aids in the identification of patterns, improving the quality of training, 

Furthermore, this has a tremendous impact on injury prevention. As a result, coaches 

can adapt training and create recovery plans for each individual athlete so as to maintain 

peak performance. Sport analytics is also becoming increasingly important in the opera-

tions of betting organizations. These organizations can deliver more accurate odds and 

suggestions to their consumers by analyzing data. This improves the whole sports bet-

ting experience by making it more informative and interesting for fans, resulting in big-

ger fan engagement. Sport analytics also helps in sports scouting and recruitment by 

recognizing talent based on performance data and ultimately producing competitive 

teams [4]. 
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Figure 5: Usefulness of sport analytics [4] 

2.3.3 Wearable Devices 
Wearable devices have transformed sport analytics by delivering real-time, detailed data 

for each athlete’s performance. These technologies have altered the way teams and 

coaches assess and optimize numerous aspects of the athlete’s game. 

These wearable devices monitor a wide range of attributes, including heart rate, speed, 

distance covered, acceleration, and even biomechanical data like stride length. Some 

advanced wearables can also track player positioning on the field, which is extremely 

useful for evaluating team formations and strategy [18]. 

By using wearable devices into training and performance analysis, teams can gain vari-

ous advantages. For starters, they obtain a better awareness of individual player skills 

and limitations, allowing for more customized training programs. Second, these devices 

assist teams in refining game plans by providing information on player positions, fa-

tigue levels, and tactical efficiency. Finally, they are very helpful in injury prevention 

by measuring player workload and detecting early symptoms of exhaustion. In this way 

teams can lower the chance of a player’s injury and can maintain players in peak condi-

tion. As demonstrated, wearable devices have become vital tools in modern sport ana-

lytics, improving player performance, team plans, and overall game dynamics [19]. 
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3 Literature Review 
In this section of the dissertation, previous works and significant research about the his-

torical background of sports analytics will be presented. This investigation will allow us 

to comprehend the progress made in the field up to the present day. 

3.1 Historical Background 
Sport analytics has a rich historical background that dates back to the early 20th centu-

ry. Technology and data gathering methods have changed sport analytics over the years, 

spreading its effect across numerous sports, from basketball with the development of 

player tracking technology to football with the widespread use of performance analysis 

tools. 

3.1.1 Tennis 
Tennis is one of the most known sports around the world. It is played by a racket be-

tween two players (singles) or between two teams of two players (doubles). Anytime 

the opponent fails to return the ball, points are collected by a player or a team. Its origin 

begins from Britain, were Victorian gentlemen and ladies were playing it in Birming-

ham in the 19th century. Nowadays, tennis is played in a variety of surfaces (grass, hard 

courts and clay) and also, it consists 4 major tournaments, the Grand Slams (Wimble-

don, US Open, Australian Open, Roland Garros) [20].   

A tennis match is defined by a large number of factors, thus making the sport both en-

tertaining and unexpected [21]. Professional players originate from a varied range of 

countries, having different playing styles and specialties. The development of a player 

can be influenced by many factors such as playing technique, tactics, psychology and 

physical fitness [22]. 

Tennis has millions of fans in the globe. The popularity of the sport has benefited it and 

more records of games and players data have been stored. As a result, sport analytics in 

tennis has been introduced, as well as the development of machine learning algorithms. 

The possibility to forecast tennis match outcomes prior to match start is of great interest 

to gamblers and betting businesses, and for that reason all and more data scientists are 

being involved [23]. 
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In 2017, Chen and Zhong tried to predict the outcome of a tennis match based on histor-

ical data. The models that they were used were Logistic regression, Support Vector 

Classification and Naïve Bayes classification. This research provided some interesting 

observations. Firstly, total player’s points won in the previous match can identify who is 

more likely to win. Secondly, the possibility of winning is influenced by the player’s 

performance when faced with break points. Generally, the best model was Support Vec-

tor Machine with an accuracy bigger than 80% [24]. 

Gao and Kowalczyk conducted similar study in 2021, and managed to predict the out-

come of a tennis match by using three machine learning algorithms (Support Vector 

Machine, Logistic regression, Random Forest). Out of the three models, Random Forest 

was the one with the most sensitivity to input parameter selection. Overall, this algo-

rithm produced the higher accuracy, up to 83.18%. One of the achievements of this re-

search is that they managed to produce better accuracy than the accuracy of betting 

odds. The second one is that they identified serve strength as a crucial predictor of a 

match outcome [23]. 

3.1.2 Basketball 
Basketball was created in 1991 by James Naismith, a Canadian physical education 

teacher at Springfield in Massachusetts. It all started with the problem that his students 

were bored with all the games they instructed to do. As a result, Naismith tried to invent 

a game that would meet some criteria. Some of the most important were that this new 

game must be easy to learn and should be played indoors. In the end, he eventually con-

ceived the concept of what we now universally recognize as ‘basketball’. As the popu-

larity of the sport expanded, the basketball as we know it today was formed. The rules 

changed, making the sport faster and more enjoyable. Within a few years, professional 

leagues were founded and basketball became an Olympic sport in 1936. Finally, the Na-

tional Basketball Association (NBA) was formed in 1946 [25]. 

Nowadays, the vast amount of data generated by basketball has increased the interest of 

researchers.  Data analysis in basketball is a game-changer, offering numerous ad-

vantages to the sport. It enables teams to optimize player performance, make informed 

decisions, and gain strategic advantages. Additionally, it aids in player development, 

injury prevention, and scouting new talent. This data-driven approach improves the fan 

experience and ensures the sport remains dynamic and competitive. 
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Thabtah, Zhang and Abdelhamid, in 2019, applied machine learning algorithms to pre-

dict NBA game results based on historical data. Furthermore, another goal of the re-

search was to discover the most important factors influencing game results. The three 

models that were developed are: Naïve Bayes, artificial neural network and Decision 

tree. The results showed that the attribute defensive rebounds (DRB) is the most crucial 

factor in determining the outcome. One strange observation was that the dimensionality 

reduction did not result in achieving better accuracy. Accuracy fluctuated from 73% to 

83% [26]. 

Another interesting research was conducted by Chen in 2020. The aim was to predict 

the regular season Most Valuable Player (MVP) award for season 2019-2020. Top 50 

players during seasons 1979-2019 were used and their statistics were standardized. Mul-

tivariate correlation and recursive partitioning were used to reduce overfit risk. The pre-

diction model was built using neural algorithms. The accuracy was greater than 90%. 

Another key point to note is that the model displayed Giannis Antetokounbo would win 

the MVP award, which he did [27]. 

 

Figure 6: Neural MVP Model Prediction Accuracy [27] 

In 2021, Sarlis, Tjortjis et al., tried to analyze the impact of injuries on basketball play-

ers and team performance in NBA, using data from 2010 to 2020. The researches had 4 

different research questions. The 1st one was about the most common injury in the NBA 

league. According to the findings, there is a weak positive association between perfor-

mance and injuries, with musculoskeletal injuries being the most frequent regarding 

lower performance. The 2nd research question was about the team that presented the 

largest number of injuries and it was San Antonio Spurs. Overall, several models were 

tested and the researchers managed to achieve almost 100% accuracy using XGBoost 

Tree Ensemble, XGBoost Linear Ensemble (Regression) and Linear Regression [28]. 
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Lastly, Papageorgiou and Tjortjis in 2022 presented a topic about daily NBA player per-

formance prediction. The project aimed to predict the fantasy points each player would 

achieve in a game by developing different ML models. Furthermore, they presented the 

Daily Lineup Optimizer (DLO), which may be utilized for NBA Fantasy Tournaments. 

They used historical data and specifically data from season 2010-2011 to season 2020-

2021. The results showed that Voting Regressor performed best for the vast majority of 

players [29]. 

3.1.3 Baseball 
Baseball is frequently recognized as one of the most beloved sports on the planet and its 

worth is millions of dollars [30]. It is a team sport played by two teams of nine players 

each on a diamond-shaped field. In this game a pitcher, from one team throws the ball 

to a batter from the opposing team, whose objectives is to hit the ball and progress 

through a sequence of bases including second and third base until eventually reaching 

home plate to score runs. Baseball is known for its rich history, strategic play, and the 

combination of individual skills such as pitching and batting [31]. 

In 2021, Huang and Li applied several maching learning algorithms to predict the 

outcome of Major League Baseball matches. The data that were used was 30 teams in 

season 2019. All the models -one-dimensional convolutional neural network, artificial 

neural network, support vector machine- achieved an accuracy bigger than 90%. The 

prediction findings showed that when all pitchers' data was included, the models 

produced higher forecast accuracies than when only the starting pitches data were used 

[32]. 
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Figure 7: The research framework [32] 

Karnuta et al., in 2020, developed a prediction system that can forecast future injuries 

and pinpoint the particular anatomical location of injuries in Major League Baseball 

(MLB) players. The study looks at data from 1931 position players and 1245 pitchers 

from 2000 to 2017. According to the statistics, 44.0% of position players and 43.6% of 

pitchers have previously been injured. Back injuries were particularly common among 

both position players and pitchers. When employing the top three ensemble 

classifications, advanced ML models beat logistic regression, with an average AUC 

(Area under the ROC curve) of 0.76 for position players and 0.65 for pitchers [33]. 

In the following diagram the process of the development is presented: 

 

Figure 8: Schematic demonstrating of the ML algorithms development and testing [33] 
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Furthermore, the accuracy of all the models was approximately around 60% [33]. Fig-

ure 9 shows the top 20 variables for predicting future injury. 

 

Figure 9: Variables ranked by relative importance for predicting future injuries among position 
players [33] 

In conclusion, this study demonstrates that advanced ML models have the potential to 

predict future injuries and determine their anatomical sites in MLB position players 

[33]. 

Finally, in the research of Manoj, Prashant and Parikh, in 2018, a prediction was made 

to predict the champion of 2017 American League Baseball Championship. They used 

four different attributes: home/away, day/night, division, ranking. The results depicted 

that out of the 15 teams in the league, the one that had the most chances to win it ac-

cording to the Analytical hierarchy process (AHP) was Kansas City Royals with an ac-

curacy of approximately 62% [30]. 

3.1.4 Volleyball 
Volleyball stands out as a globally beloved sport. This team game involves two oppos-

ing teams, each comprising six players, separated by a net. The primary goal of volley-

ball is to score points by hitting the ball effectively onto the opposing team's court. To 
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beat their opponents and gain victory, players use a combination of serving, passing, 

setting, spiking, and blocking skills [34]. 

In 2021, Leeuw et al used some machine learning algorithms to monitor injuries in elite 

volleyball players. Due to the danger of possible injuries, athletes must maximize their 

training in order to improve their physicality. This study implements the technique Sub-

group Discovery to predict the injury risk based on wellness indicators and training 

load. The study shows that the most important factor in preventing injuries is the track-

ing of jump load [35]. 

Suda et al, in 2019, developed a method for predicting the trajectory of a volleyball toss 

0.3 seconds before the actual toss by observing the setter player's action. The approach 

compares 3D data from Kinect and OpenPose and is evaluated between two players. 

The technique can be utilized for live broadcasts as well as analyzing opponent player 

characteristics. The error for the ball trajectory for the two players was 20.0 cm and 

24.4 cm in the training data and 24.7 cm and 29.2 cm in the test data [36]. 

 

Figure 10: Process and outline of the proposed system [36] 

Furthermore, Tian in 2021 used machine vision and wearable devices to optimize a vol-

leyball motion estimation system. The program tries to improve volleyball tracking by 

minimizing motion blur and player misunderstanding. According to the research, the 

tracking accuracy of the different models were: 58% for Support Vector Machine 

(SVM), 69% for Conventional Videography Method (CVM), 76% for Mel-frequency 

cepstral coefficients (M-FCC) and 89% for the proposed Volleyball Motion Estimation 

Algorithm. Additionally, the use of machine vision and wearable sensors allows pre-
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dicted imagery to be layered on live broadcasts, boosting the sports viewing experience 

even further. The paper also emphasizes the importance of data analysis and visualiza-

tion in understanding opponent strategy in team sports. [37] 

 

Figure 11: System process diagram [37] 

Another interesting study was produced by Tümer and Koçer in 2017. They created an 

Artificial Neural Network (ANN) model to predict future team rankings in professional 

male volleyball leagues. They used data from league tables from 2013 to 2015, where 

the input parameters were wins, defeats, home wins, and away wins and the output pa-

rameter was the team rankings. The researchers examined 12 distinct models of 4, 6, 8, 

and 10 neurons in logsig, purelin, and tansig functions. A single hidden layer 4-neuron 

model with a 98% accuracy rate was the best ANN model [38]. 

3.1.5 Football 
This section dives into the history of sports analytics in the world of football. It exam-

ines prior studies through time, providing details on the technique utilized. By review-

ing these older papers, we intend to provide a comprehensive perspective on the growth 

of Sports Analytics in football, ultimately leading to a better understanding of its evolu-

tion and influence on the sport. 

Because of the growing amount of data available in the sport, researchers have increas-

ingly focused their efforts on football in recent years. This volume of data is an excel-

lent opportunity to increase coaching staff decision-making capabilities, making foot-

ball decisions more reliable. Following, there are some interesting football research 

publications. 
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Pariath, Shah, et al., in 2018, conducted research about player performance prediction in 

football related to overall performance value. For the first approach, separate models 

were produced depending on the position of the player. For this challenge, the linear 

regression algorithm obtained 84.34% accuracy, whereas for predicting a player's future 

market value based on performance, the algorithm achieved 91% accuracy [39]. 

The research of Baboota and Kaur in 2018 aimed at predicting football outcomes for 

English Premier League. The dataset contained 11 seasons, 9 used for training (2005 to 

2014) and 2 for testing (2014 to 2016). One of the most influencing factors was the 

home/away attribute, which means if a team is playing in its stadium or not. Overall, 

some of the characteristics that makes predicting football outcomes difficult is the high 

occurrence of draws (25% in the dataset of testing). A variety of models was tested: 

Gaussian Naïve Bayes, Support Vector Machine, Random Forest, Gradient boosting. 

The last one produced the best results as the results are shown in the following figure 

[40]: 

 

Figure 12: Mean test accuracy percentage of the different ML models [40] 

In 2019, Apostolou and Tjortjis executed several experiments. One of them was to pre-

dict a player’s position on the field. Using Random Forest and Sequential Minimal Op-

timization (SMO) with 10-fold cross-validation, the accuracy achieved was 81.5% by 

picking the most significant features. In the following figure the relevant confusion ma-

trix is depicted [41]: 
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Figure 13: Confusion matrix [41] 

Another experiment was that they tried to predict the goals a player will achieve next 

season based on the previous year data and specifically for 2 famous players, Lionel 

Messi and Luiz Suarez. Data was acquired by scraping while 4 ML algorithms were 

tested: Random Forest, Logistic Regression, MLP classifier and Linear SVC. As it is 

understood from the picture below, Random Forest was the best model in both players 

because it was closer to the actual number of goals of season 2017-2018 (Messi: 34 

goals, Suarez: 25 goals) [41]. 

  

Figure 14: Number of goals for Messi and Suarez [41] 

Finally, similar study was conducted to determine how many shots a player would take 

during a match. Once again, Random Forest delivered the greatest results, particularly 

for a specific match in which Messi made two shots and the model predicted 2.133 [41]. 

Pantzalis and Tjortjis, in 2019, experimented with two approaches: team performance 

prediction and player performance prediction for football. For the first experiment, they 

took two alternative tactics. The goal of the first technique was to predict whether a 

team would have a better place in the table for season 2017-2018 compared with the 

previous two seasons. Using Random Forest, the accuracy of this approach reached 

70%. The second strategy involved simulating football matches for the 2018-2019 

season with the purpose of categorizing the results as home victory, away win, or draw. 

The English Premier League had the highest match outcome accuracy (57%), while the 

Spanish La Liga had the lowest RMSE [42]. 
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Figure 15: Actual vs Predicted table for Spanish La Liga, season 2018-2019 [42] 

In the second experiment, they figured out which characteristics and moves throughout 

a game can influence a defender’s rating. The dataset contained 59 central defenders of 

English Premier League for season 2016-2017. The model that was used was Multiple 

Linear Regression with Backward Elimination and it achieved 0.867 in R-Squared 

metric. The features that influenced more the performance of the denders were 

interceptions and clearances [42]. 

The public dataset from Wyscout is used in the study of Zeng and Pan, in 2021, to 

predict player positions based on sports performance and physiological characteristics. 

Six indicators (accuracy of shot, accuracy of simple pass,  accuracy of glb, accuracy of 

defending duel, accuracy of air duel, accuracy of attacking duel) are chosen as input for 

training into a BP neural network. To evaluate hyperparameter pairings, the model 

employs k-fold cross-validation. The model achieved 77% accuracy [43]. 

Moreover, injuries in sports are a source of concern not only for individuals but also for 

teams and organizations. These injuries can have long-term effects on an athlete's 

career, team accomplishments, and general competitiveness. They frequently necessitate 

rehabilitation and recovery periods, which can have an impact on team chemistry and 

strategic decision making. Injuries can also have a big impact on the outcomes of 

matches and entire seasons, emphasizing their importance in the world of sports. 
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In 2020, Oliver et al. conducted research to determine how effective ML was in identi-

fying injury risk characteristics in elite male youth football players. The sample includ-

ed 355 athletes who performed a neuromuscular test, which included anthropometric 

measurements, single leg countermovement jump, and tuck jump assessments. Accord-

ing to the findings, the most common factors to injury were asymmetry in the SLCMJ, 

75% Hop, Y-balance, tuck jump knee valgus, and anthropometrics [44]. 

Martins et al. published a study in 2022 that used body composition characteristics and 

physical fitness assessments to predict injury risk in professional football players. The 

study included 36 male players from the First Portuguese Soccer League in the 2020-

2021 season. There were 22 different attributes with the number of injuries every season 

as the target variable. Sectorial positions, body height, sit-and-reach performance, one 

minute number of push-ups, handgrip strength, and 35 minutes linear speed were the 

strongest indicators of injury risk, according to the net elastic analysis. Ridge was the 

most accurate model, with an error of RMSE = 0.591 [45]. 

 

Figure 16: Injury frequency by specific location [45] 

As previously stated, football clubs frequently use wearable gadgets during training and 

matches, a trend fueled by their data-gathering potential for players' physical attributes. 

Professional firms conduct statistical analyses and share their insights with football 

clubs to help with player tracking and strategic decision-making. Wearable gadgets are 

becoming increasingly important in football decision-making. 
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Using wearable devices and recurrent neural networks, the research of Feng et al. in 

2021, proposes a smart football player health prediction algorithm. The algotithm 

analyzes health data from 100 players to extract deep patterns and predict health 

consequences. The accuracy rate is 81%, demonstrating its usefulness and supremacy in 

the competitive sports market [46]. 

 

Figure 17: Schematic diagram of the algorithm [46] 

Pilka et al in 2023 tried to create a decision-making model to predict lower-body 

injuries in male football players due to over- or undertraining using wearable devices. 

Injury prediction remains a tough subject due to individual biological variances in the 

body and each player’s phychophysical condition. Catapult wearable global positioning 

trackers [47] were used to collect data during both exercise and game activities [48]. 

 

Figure 18: The process of collecting and processing training activity data from Catapult GPS 
wearable devices [48] 
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Furthermore, a rule-based method, a fuzzy rule-based method, and the XGBoost 

algorithm were also examined as decision-making models. The XGBoost algorithm 

produced the highest accuracy of 90% [48]. 
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4 Predictive Modeling Tech-
niques in Sport Analytics 

In this chapter, the prediction models that are the core of the research will be analyzed. 

These are: Linear Regression, Ridge Regression, Random Forest, Gradient Boosting, 

XGBoost and Multilinear Perceptron. These models are critical in achieving our goal on 

predicting player performance using football data. 

4.1 Linear Regression Algorithm 
Linear Regression is the most commonly used algorithms for predictive analysis. It in-

vestigates the relationship between two or more variables in machine learning. It is used 

for predicting the linear relationship between a dependent variable (target variable) and 

one or more independent variables. The aim is to find the best straight line or hyper-

plane in higher dimensions that captures the connection between the variables [49][50]. 

The most basic version is simple linear regression, in which there is one dependent and 

one independent variable. The straight line that shows the connection is known as re-

gression line and it has two parameters: the slope - coefficient and the intercept. The 

equation is [50]: 

 

where  = the dependent variable,  = the independent variable,  = the intercept,   

= the slope coefficient and  = the error term. 
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Figure 19: Linear regression schema [50] 

The main objective of linear regression is to determine the values β0 and β1 that mini-

mize the sum of squared deviations, between the actual and predicted values of the de-

pendent variable. This approach is commonly known as " squares" regression [50]. 

In general, Linear Regression can be used for a variety of applications, including pre-

dicting sales and determining the relationship between temperature and energy use. 

Multiple linear regression (with several independent variables) or polynomial regression 

(for nonlinear relationships) can be used to adapt linear regression to tackle more com-

plex issues. 

4.2 Ridge Regression Algorithm 
Ridge Regression is a linear regression algorithm which is capable of dealing with the 

issue of multicollinearity, which occurs when independent variables are highly correlat-

ed. It is also known as Tikhonov regularization named by its creator [51][52]. 

The algorithm uses the ordinary least squares approach by adding a regularization com-

ponent to the cost function, commonly known as L2 regularization. This term penalizes 

large coefficients, preventing the model from learning from one variable and provides a 

balance. It works by decreasing the coefficients toward zero, making the model more 

stable and capable of dealing with correlated variables. Although this results in some 

bias, it increases the model’s capability to work well with unseen data. Ridge Regres-

sion is especially useful in cases where ordinary linear regression may fail [52][53]. 

4.3 Random Forest Algorithm 
Random forest belongs to the supervised ML algorithms and it is used for regression or 

classification. It was first introduced by Leo Breiman from University of California in 
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2001[54]. It's an ensemble learning method that combines multiple decision trees inde-

pendent from each other to create a more robust and accurate model [55]. 

The steps for developing the random forest algorithm are analyzed below [55]: 

1) Randomly select samples from the dataset. 

2) Creation of decision trees for each sample by the algorithm. By this, the predic-

tion result from each decision tree will be obtained. 

3) Voting will be done for each anticipated result in this phase. 

4) The most popular prediction result will be the outcome. 

 

Figure 20: Random Forest algorithm [55] 

To solve regression problems, random forest uses the mean of the individual trees. On 

the other hand, the output for the classification problems is the clss selected by the 

majority of decision trees. Random Forest has various advantages. Because it averages 

out errors and minimizes variance, it is less prone to overfitting than a single decision 

tree. Furthermore, tt is capable of handling a wide range of features, including 

numerical and categorical data.  It offers efficient performance, high accuracy, and 

resilience to missing data, making it a valuable choice for a wide range of applications 

[54][56].  
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4.4 Gradient Boosting Algorithm 
Gradient Boosting is an ensemble machine learning technique that develops a model by 

combining the predictions of numerous weak learners, usually decision trees. It is used 

for both regression and classification problems. The algorithm minimizes the errors of 

prior models by fitting new models to their residuals. The combination of these weak 

learners produces a more robust and accurate model. Furthermore, the algorithm gives 

focus on decreasing the bias and the variance, resulting in a good resistance to overfit-

ting [57][58]. 

Further optimization techniques of Gradient Boosting have been introduced using li-

braries such as XGBoost, LightGBM and CatBoost. Gradient boosting has become a 

popular machine learning technique due to its adaptability, good prediction accuracy, 

and application across multiple domains. 

4.5 XGBoost Algorithm 
XGBoost, or Extreme Gradient Boosting, is a machine learning technique that is both 

efficient and powerful. It belongs to the gradient boosting algorithm family, which 

works by combining the predictions of numerous "weak" models (decision trees), to 

generate a significantly stronger predictive model [59][60]. 

XGBoost relies on decision trees as its foundational learners. These trees are frequently 

shallow, implying that they have limited depth, making XGBoost computationally effi-

cient. XGBoost algorithm is lowering the danger of overfitting, which occurs when the 

model performs well on training data but poorly on new, unknown data. XGBoost pro-

vides several advantages. One of its primary characteristics is the ability to control over-

fitting using regularization approaches, it includes L1 and L2 penalties and biases of 

each tree [59][61]. In addition, XGBoost provides parallel computing. It makes it easier 

to scale up by utilizing multi-core systems or clusters [61][62]. 

XGBoost has a wide range of applications, including binary and multi-class classifica-

tion, regression, ranking, recommendation systems, and anomaly detection. 

4.6 Multilayer Perceptron Algorithm 
A Multilayer Perceptron (MLP) is a form of artificial neural network constructed 

with several layers of artificial neurons. It is a feedforward neural network, which 
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means that information goes in only one direction, from the input layer to the output 

layer via the hidden layers. The following figure shows one hidden layer MPL [63]. 

 

Figure 21: MLP with a single hidden layer [64] 

The architecture of MLP consists of an input layer, one or more hidden layers and one 

output. The data is received by the input layer, with each node representing a feature or 

input variable. Then, the data flows through the hidden layers, to the output layer, where 

predictions or classifications are formed. The distinction between regression and classi-

fication is that the former uses a linear activation function for the output layer nodes, 

while the latter uses a softmax activation function. Weights are used to create connec-

tions between neurons. The alteration of the weights is achieved through the training 

phase of the algorithm. The most often utilized learning approach is backpropagation 

[63][64]. 

Some examples of the MPL applications are: image and speech recognition, natural lan-

guage processing, regression analysis. 
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5 Methodology 
This chapter describes the methodology's procedures and complications. It examines the 

full data collection process, from data scraping to data cleansing and feature engineer-

ing. The final objective is to demonstrate how the dataset was modified prior to the ap-

plication of ML algorithms. The comparison of the models is based on the evaluation 

metrics of Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean 

Squared Error (RMSE), Mean Absolute Percentage (MAPE) and R squared that provide 

a thorough evaluation of our predictive model's performance. 

5.1 Process Description 
In order to achieve the major purpose of this dissertation, the analysis investigates vari-

ous machine learning models. Linear Regression, Ridge Regression, Random Forest, 

Gradient Boosting, XGBoost and Multilinear Regression are the algorithms used. This 

chapter delves deeper into the steps that contributed to the effectiveness of the process. 

The first step is the data collection. A suitable dataset must be developed in order for 

this prediction to work. For this reason, the data should be scraped from a reliable 

source in order to have more accurate findings. All of the data was collected from 

Sports Reference, which gives a wealth of statistics on athletes for a number of sports 

[1]. Football players from the 2017-2018 season through the 2022-2023 season were 

included in the extraction. The number of players exceeded 5000, and the total number 

of features were 36. The seasons 2018-2019 to 2021-2022 were used to train the ML 

algorithms, while the season 2022-2023 was used as a testing dataset. Each season was 

edited so that it contained data from the previous season, as it will be explained further 

in chapter Feature engineering. 

The second step involved the pre-processing of the dataset. The dataset had a number of 

important adjustments to assure data cleanliness and dependability. To begin with, du-

plicates, null values, and noise were carefully deleted, resulting in a more refined da-

taset. Furthermore, some of the attributes were considered unnecessary for the analysis 

and they were systematically removed from the dataset. The dataset included a diverse 

range of football players from various countries who played in various clubs, leagues, 

and positions. However, the only criterion was the players' league. In this study, it was 
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chosen to only include players from four leagues: Bundesliga, Premier League, La Liga 

and Serie A. Each league had its own dataset. Afterwards, it was necessary to apply 

some prediction models in order to achieve the goal. As mentioned, python was imple-

mented and specifically jupyter notebooks. More details about preprocessing are dis-

cussed in the relevant chapter.  

Finally, the evaluation of the results was achieved by three metrics: Mean Absolute Er-

ror (MAE), Mean Square Error (MSE), Root Mean Square Error (RMSE), Mean Abso-

lute Percentage (MAPE) and R squared. These metrics give us valuable insights for the 

reliability and efficacy of the models and they are analyzed in the next chapter.  

The steps of the whole process are depicted in the diagram below: 

 

Figure 22: The flowchart of the process 
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5.2 Evaluation Metrics 

5.2.1 Mean Absolute Error (MAE) 
MAE is one of the most known accuracy metrics used for the evaluation of the perfor-

mance of the ML algorithms. It is calculated as the average absolute difference among 

the model’s predicted values and the data’s true values [65][66]. Its mathematical ex-

pression is: 

 

where   = prediction,  = true value,  = total number of observations in the dataset 

5.2.2 Mean Squared Error (MSE) 
MSE is calculated by taking the squared difference between each predicted and actual 

value, adding all of these squared differences, and then dividing by the total number of 

data points. MSE’s equation is the following [67]: 

 

5.2.3 Root Mean Square Error (RMSE) 
RMSE is the square root of the mean squared error between the predicted and actual 

values of a model. The mathematical expression of this metric is [68][69]: 

 

5.2.4 Mean Absolute Percentage (MAPE) 
MAPE is calculated by the average percentage difference between predicted and actual 

values. A smaller MAPE indicated a more accurate model, whereas a larger indicates a 

less accurate model. However, MAPE has some restrictions, such as that it is sensitive 

to outliers and that is invalid when numbers are zero. The expression is the following 

[70]: 
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In this study MAPE has some limitations. As it is already mentioned, MAPE faces chal-

lenges in the presence of null values within the target variable. This limitation can result 

in inaccurate calculations. As a result, MAPE will be selectively depicted only in the 

results containing the top 30% players. 

5.2.5 R-squared 
R2 (coefficient of determination) is used to assess the goodness of fit of a regression 

model. It expresses how effectively the independent variable(s) explain the variation in 

the dependent variable. R = 1 shows that the model explains all of the dependent varia-

ble's variability around its mean [71][72]. 

 

5.3 Data Collection 
The crucial feature of this dissertation is the process of data collection. Numerous web-

sites provide football statistics for clubs and players. As a result, it is critical to ensure 

the data’s legitimacy, as any inaccuracies would compromise the precision of the re-

sults. 

The dataset was obtained from Sports Reference, a well-known organization for having 

massive amounts of data across various sports such as football, basketball, baseball and 

hockey. It is constantly updated and contains a wide range of information about approx-

imately 100,000 players across more than 100 competitions, including scores, statistics, 

and historical context [1]. 

The scraping tool that was used was Octoparse [73]. Octoparse is a web scraping tool 

and platform that allows users to extract data from websites. In the following figure, the 

steps of scraping are shown: 
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Figure 23: Steps for scraping - Octoparse 

To delve deeper, the dataset used in this dissertation were scraped from this platform 

and concerned football players who competed in seasons 2017-2018 to 2022-2023. 

Each season featured a large number of players. This procedure resulted in four unique 

CSV files for each league having information on over 5000 football players. The dataset 

includes the following features, which are listed below: 

Table 5-1: The attributes of the dataset 

GLOSSARY 

COLUMN DESCRIPTION 

Player Name of the player 

Nation Nationality of the player 

Pos Position most commonly played by the player 

Squad Club the player is currently playing 

Age Age of the player at season's start 

Born Player's year of birth 

MP Matches played by the player 

Starts Game or games started by the player 

Min Minutes played by the player 

90s Minutes played divided by 90 

GLs Goals scored or allowed 
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Ast Assists 

G+A Goals and Assists 

G-PK Non-penalty goals 

PK Penalty Kicks made 

Pkatt Penalty Kicks attempted 

CrdY Yellow cards 

CrdR Red cards 

xG Expected goals 

npxG Non-Penalty Expected Goals 

xAG Expected Assisted Goals 

npxG+xAG Non-Penalty Expected Goals plus Assisted Goals 

PrgC Progressive Carries 

PrgP Progressive Passes 

PrgR Progressive Passes Rec 

GLs per 90' Goals scored per 90 minutes 

Ast per 90' Assists per 90 minutes 

G+A per 90' Goals and Assists per 90 minutes 

G-PK per 90' Goals minus penalty kicks made per 90 minutes 

G+A-PK per 90' Goals plus Assists minus Penalty Kicks made per 90 minutes 

xG per 90' Expected Goals per 90 minutes 

xAG per 90' Expected Assisted Goals per 90 minutes 

xG+xAG per 90' Expected Goals plus Assisted Goals per 90 minutes 

npxG per 90' Non-Penalty Expected Goals per 90 minutes 

npxG+xAG per 90' 
Non-Penalty Expected Goals plus Assisted Goals per 90 

minutes 

The shape of the dataset without applying any techniques is the following: 
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Figure 24: Final database (some of the features) 

However, the dataset used for the ML algorithms has a different shape than this. Many 

changes were made to transform the dataset to the proper format. These changes will be 

analyzed in the next chapters. 

5.4 Pre-processing 
The primary focus during the early stages of data preprocessing was thorough data 

cleaning. This demanded a thorough study of the data's format in order to eliminate any 

potential sources of "noise." Duplicates, null values, missing entries, and outliers are all 

part of the noise. However, the dataset that was scraped did not contain any of these 

things. 

Following that, the object type columns were converted to strings, so that can more 

easily be used in the prediction models. Attributes ‘Rank’ and ‘s90’ were also deleted 

because they did not add useful information.  

Next, it was observed that some players appeared in more than one football clubs for the 

same season. For this reason, it was decided to calculate the average value of a player in 

this situation for the arithmetic columns and create a combined string name in the col-

umn ‘Squad’ with the names of the teams. One crucial step of this phase was that the 

dataset should include players who had participated in all of the seasons. So, players 

that have not played in all of the 6 seasons were removed from the dataset. As a result, 

the data had a significant reduction. Specifically: 

• Bundesliga: from 1185 unique players to 109 players 

• Premier League: from 1298 unique players to 112 players 

• La Liga: from 1431 unique players to 97 players 

• Serie A: from 1441 unique players to 106 players 

On top of that, an additional implementation, was a dataset that contained the players 

from all leagues, 424 players in total. To have a distinction between the players and 

their league, a new column ‘League’ was added, which had coding numbers for each 



  -47- 

league (League = 1 for Bundesliga, League = 2 for Premier League, League = 3 for La 

Liga, League = 4 for Serie A).   

After this distinction, two different versions were used. The first one contained all the 

players and the second contained the 30% top players that have played in the last season 

based on goal performance.  

Then, the cases that developed were regarding which features were included in the algo-

rithms. The process of reducing the number of features by keeping the most important 

information is called dimensionality reduction [74].  

In case 1, there are 10 columns selected, representing the attributes most strongly corre-

lated with the target variable 'Gls.' These selections are based on the Pearson correlation 

coefficient. Pearson correlation coefficient assesses the strength of a two-variable linear 

relationship. It has a value ranging from -1 to +1. -1 indicates total negative correlation 

between the features, 0 indicated no correlation and +1 indicates total positive correla-

tion [75]. The features of case 1 are showed in the following figure. 

 

Figure 25: Case 1 attributes 

Then, for case 2, we calculated for each pair of attributes the percentage of correlation. 

So, from each highly correlated pair, we kept one of the two columns. 

 

Figure 26: Case 2 attributes 

Final, case 3 contains all the available columns of the dataset. 

 

Figure 27: Case 3 attributes 

Notable observation is that in the dataset that contained the total number of players for 

all leagues, the additional column ‘League’ was added to its case. 

To better understand the cases the following diagram is presented: 



-48- 

 

Figure 28: Diagram of the cases applied for each league 

5.5 Feature Engineering 
As explained earlier, the scope was to train the algorithms using the 4 seasons (2018-

2019 to 2021-2022) and then evaluate them using as test the last season (2022-2023). 

However, if we kept this format, then the results would be exceptionally good and not 

realistic because we would keep statistics that have a big influence in how many goals a 

football player will achieve, like expected goals or assists etc. 

For this reason, a different approach was applied. In order to avoid using statistics from 

current season, the dataset was converted to contain historical data. Each row contained 

past statistics. For example, the algorithm will be trained to predict the number of goals 

a player will achieve for season 2018-2019 using statistics from the previous season 

which is 2017-2018. Furthermore, an additional column ‘Previous_Gls’ was created, 

that shows the number of goals a player achieved for season 2017-2018, while column 

‘Gls’ indicates the number of goals of a player for season 2018-2019. 

The goal is to predict the number of goals of a player for season 2022-2023 using data 

from season 2021-2022. This is known as season lag-features. Lag features are used to 

identify patterns in data that can be used to make accurate forecasts or explain the be-

havior of a time series. They use the value of a variable at a previous time point into the 

model at the current time point. 

The code applied is shown below: 
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Figure 29: Code for feature engineering  

A further refinement involved categorizing the dataset into what we called the '30% top 

players.' This categorization was determined based on the players' scoring performance 

in the last season. Consequently, the final dataset comprised players who fell within the 

top 30% quartile. The threshold for this classification was stored as a variable. The cor-

responding code is available in Figure 30. 

 

Figure 30: Code for the 30% top players dataset  

On top of that, the split of the dataset is depicted in the following figure. 
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Figure 31: Code for splitting the dataset 

Furthermore, Grid search was used for all the algorithms to find the best possible re-

sults. Grid search is a machine learning hyperparameter technique method that system-

atically searches for the best combination of hyperparameter values for a given model 

[76]. 

Moreover, feature importance was an additional part, which refers to determining the 

contribution of each input variable to the model's predictions. In summary, the positive 

and negative values represent the strength of each feature's influence on the expected 

outcome. Positive values suggest a positive impact, while negative values suggest a 

negative impact [77]. All algorithms provided feature importance scores, except for 

MLP. 

 

Figure 32: Code for feature importance 

Also, for each algorithm’s prediction we rounded the results, because the number of 

goals a player achieves is always an integer. Finally, metrics were computed for both 

the training and testing sets to facilitate a comprehensive comparison. 
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6 Results 
This chapter examines the results of each algorithm for each different dataset. Follow-

ing that, we will do a comparative analysis to discover which one performs better. The 

most essential indicator is MAE, which shows how close the predictions are to the actu-

al numbers. The influence of the rest of the metrics is equally important. However, 

MAPE encounters issues when there are null values in the target variable, leading to 

inaccurate calculations. Consequently, it will only be showcased in the results of the 

dataset of the top 30% players. Lastly, the feature importance values of the best algo-

rithm for each scenario are depicted in different tables in the Appendix. 

6.1 Bundesliga Results 
In this chapter, the results of Bundesliga are presented. This dataset only includes play-

ers who remained members of Bundesliga teams for the whole six-season period, from 

2017-2018 to 2022-2023.  

6.1.1 All players dataset 
In this sub-chapter, the three different cases based on attributes selection will be pre-

sented. Notably, the standard deviation for this dataset was calculated to 3.24 goals, in-

dicating how much the goal-scoring performances vary. The total number of players 

sums up to 109. 

Case 1 
We can obtain the following findings by using all the algorithms. These results are ob-

tained by using the features that are available in Figure 26: Case 1 attributes. 

Table 6-1: Performance results for Bundesliga case 1 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression  1.80 / 1.50   6.74 / 4.96 2.60 / 2.23 0.38 / 0.52 
Ridge Regression 1.80 / 1.50 6.37 / 4.99 2.52 / 2.23 0.41 / 0.52 
Random Forest 1.84/ 1.27 7.01 / 3.20 2.65 / 1.79 0.35 / 0.69 

Gradient Boosting 1.90 / 1.21 7.41 / 2.59 2.72 / 1.61 0.32 / 0.75 
XGBoost 1.81 / 1.35 6.74 / 3.73 2.60 / 1.93 0.38 / 0.64 

MLP 1.82 / 1.51 6.56 / 5.03 2.56 / 2.24 0.40 / 0.52 
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An initial observation is that error values in Table 6-1 are quite small, implying an 

overall good performance for our models. As it seems, the best algorithm based on all 

metrics is the Ridge Regression algorithm. Furthermore, by observing MAE and RMSE 

values between train and test results, it is understood that they are relatively close. This 

means that the models predict well even in cases where they do not know. 

Lastly, feature importance needs to be discussed. General observations about the Ridge 

Regression algorithm are: 

• Expected goals per 90 min. (xG_90) appears to be the most crucial predictor, 

while non-penalty expected goals per 90 min. (npxG_90) is the second one. 

• Attributes non-penalty expected goals (npxG), non-penalty goals 

(G_MINUS_PK) and goals plus assists (G_PLUS_A) have a negative influence 

in the results. 

Case 2 
Case 2 contains the attributes that are depicted by Figure 26: Case 2 attributes. The fol-

lowing results were obtained for this case. 

Table 6-2: Performance results for Bundesliga case 2 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression  1.76 / 1.65   4.98 / 5.69 2.23 / 2.39 0.54 / 0.45 
Ridge Regression 1.80 / 1. 65 5.08 / 5.74 2.25 / 2.40 0.53 / 0.45 
Random Forest 1.76/ 1.18 5.29 / 2.65 2.30 / 1.63 0.51 / 0.75 

Gradient Boosting 1.82 / 1.21 5.25 / 2.64 2.29 / 1.63 0.52 / 0.75 
XGBoost 1.71 / 1.03 5.41 / 2.28 2.33 / 1.51 0.50 / 0.78 

MLP 1.78 / 1.65 5.04 / 5.71 2.24 / 2.39 0.54 / 0.45 
 

In this case, the best algorithm based on MAE is XGBoost. However, Linear and Ridge 

Regression have lower values on metrics MSE and RMSE. Generally, in this case it 

seems that the results for all the metrics are a bit better than the results of the previous 

case. Additionally, if we observe the values of the metrics between the train and test re-

sults, we will see that they are close to one another. This complies that the algorithms 

do not overfit.  

Finally, the significance of each feature must be explored. The most essential feature is 

previous goals (Previous_Gls) with a big difference in comparison to others. Also, the 

attribute that does not carry any significant importance is nation. 



  -53- 

Case 3 
This case contains almost all the features of the original dataset (Figure 27: Case 3 at-

tributes). The results are depicted below: 

Table 6-3: Performance results for Bundesliga case 3 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression  1.89 / 1.45  8.29 / 4.59 2.88 / 2.14 0.24 / 0.56 
Ridge Regression 1.80 / 1. 48 6.77 / 4.77 2.60 / 2.18 0.38 / 0.54 
Random Forest 1.81/ 0.86 6.40 / 1.37 2.53 / 1.17 0.41 / 0.87 

Gradient Boosting 1.95 / 1.30 7.04 / 2.89 2.65 / 1.70 0.35 / 0.72 
XGBoost 1.80 / 1.28 6.37 / 3.25 2.52 / 1.80 0.41 / 0.69 

MLP 1.96 / 1.60 6.19 / 5.55 2.49 / 2.36 0.43 / 0.47 
 

In this case, the best algorithm based on MAE is Ridge Regression. However, it’s worth 

mentioning that MLP presents good results in MSE and RMSE. In this scenario, it is 

evident that certain algorithms produced exceptionally low error values, signaling a po-

tential issue of minor overfitting in these specific models. These values reflect the dif-

ference between the training and test sets. 

Finally, the three most important features in this dataset are: expected goals per 90 min. 

(xG_90), expected plus assisted goals per 90 min. (xG_PLUS_xAG_90) and non-

penalty expected goals per 90 min. (npxG_90). 

6.1.2 Top 30% players dataset 
The original dataset was reduced to 34 players from 109 players that was originally. The 

outcomes of this implementation revealed that a player needed to score a minimum of 3 

goals (threshold) to secure a spot in the final dataset. Additionally, in this implementa-

tion, the MAPE metric was employed, where a lower value signifies enhanced perfor-

mance. The dataset's standard deviation, calculated at 3.79 goals, provides a measure of 

the variability within the data. 

Case 1 
The subsequent outcomes were derived from this scenario.  

Table 6-4: Performance results for Bundesliga case 1 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 2.38 / 1.96 8.84 / 7.19 2.97 / 2.68 0.40 
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Ridge Regression 2.27 / 1.97 8.85 / 7.24 2.86 / 2.69 0.38 
Random Forest 2.58/ 1.78 10.2 / 5.63 3.20 / 2.37 0.39 

Gradient Boosting 2.43 / 1.63 9.27 / 4.49 3.04 / 2.12 0.36 
XGBoost 2.83 / 1.25 11.7 / 2.99 3.43 / 1.73 0.44 

MLP 2.35 / 1.96 8.50 / 7.25 2.92 / 2.69 0.40 
 

By observing the results, it becomes evident that the Ridge Regression algorithm con-

sistently outperforms others. The small difference between the values of the train and 

test metrics suggests the absence of overfitting. Moreover, based on Table 8-1: Feature 

importance values for case 1, it is notable that the model heavily relied on the expected 

plus assisted goals per 90 min. (xG_PLUS_xAG_90) to make the predictions. Important 

negative influence to the predictions, had the non-penalty expected goals attribute 

(npxG). 

Case 2 
The results for this case were as follows: 

Table 6-5: Performance results for Bundesliga case 2 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 1.90 / 2.04 5.84 / 7.13 2.42 / 2.67 0.31 
Ridge Regression 1.93 / 2.02 5.53 / 7.36 2.35 / 2.71 0.32 
Random Forest 1.71/ 1.02 4.38 / 1.73 2.09 / 1.31 0.29 

Gradient Boosting 1.83 / 1.62 5.46 / 4.12 2.34 / 2.03 0.29 
XGBoost 1.96 / 0.56 5.72 / 0.50 2.39 / 0.71 0.35 

MLP 2.03 / 2.04 6.47 / 7.31 2.54 / 2.70 0.34 
 

The metrics linked with Random Forest consistently display superior values across the 

majority of parameters. A MAPE of 0.29 indicates that, on average, the predictions 

made by the model deviate from the actual values by approximately 29%. In other 

words, the model's predictions, on average, have an error rate of 29% when compared to 

the true values. Lower MAPE values generally indicate better accuracy. Moreover, the 

comparison of results between the training and testing sets suggests that the models per-

form effectively on new, unseen data, with the exception of the XGBoost algorithm, 

which exhibits signs of overfitting. 

Like previously, in case 2, previous goals (Previous_Gls) is the most influenced attrib-

ute. 
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Case 3 
The results of this case are depicted below: 

Table 6-6: Performance results for Bundesliga case 3 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train 

MAPE 
test 

Linear Regression 2.67 / 1.74 11.24 / 5.37 3.35 / 2.32 0.45 
Ridge Regression 2.20 / 1.98 7.07 / 7.04 2.66 / 2.65 0.37 
Random Forest 2.28 / 0.85 7.25 / 1.28 2.69 / 1.13 0.38 

Gradient Boosting 2.17 / 1.60 8.60 / 4.18 2.93 / 2.05 0.30 
XGBoost 2.78 / 1.22 11.16 / 2.76 3.94 / 1.66 0.44 

MLP 2.19 / 2.02 6.79 / 7.48 2.61 / 2.73 0.37 
 

The metrics presented in the table highlight that Gradient Boosting model stands out as 

the top performer in terms of MAE. Additionally, the MLP algorithm demonstrates par-

ticularly strong results in both MSE and RMSE metrics. Moreover, the comparison of 

outcomes between the training and testing datasets depicts good performance on unseen 

data for the majority of the models. Nevertheless, it's important to highlight that both 

the XGBoost and Random Forest algorithms exhibit signs of overfitting. 

Concerning feature importance, around 50% of the influence is attributed to the ex-

pected plus assisted goals per 90 min (xG_PLUS_xAG_90) feature. The remaining 50% 

is distributed among the other 32 features. 

6.2 Premier League Results 
This chapter unveils the outcomes of the Premier League, providing a comprehensive 

analysis of the results. The dataset exclusively includes players who remained in a 

Premier League’s team throughout all six seasons. 

6.2.1 All players dataset 
The standard deviation for this particular dataset was calculated to 4.93 goals. Follow-

ing, we present all the different cases depending on feature selection. There are a total 

of 112 players. 

Case 1 
Case 1 uses the 10 most correlated features regarding the target variable calculated by 

Pearson correlation coefficient. These are: xG, npxGnpx, G_PLUS_xAG, xG_90, Pre-
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vious_Gls, npxG_90, G_MINUS_PK, xG_PLUS_xAG_90, G_PLUS_A, PrgR. The 

first feature (expected goals - xG) was the most influential factor.  

We can obtain the following findings by using all the algorithms.  

Table 6-7: Performance results for Premier League case 1 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 2.10 / 1.94 11.04 / 8.18  3.32 / 2.86 0.50 / 0.67 
Ridge Regression 2.03 / 2.01 10.72 / 8.72 3.27 / 2.95 0.51 / 0.65 
Random Forest 2.04 / 1.76 10.79 / 6.34 3.28 / 2.52 0.51 / 0.74 

Gradient Boosting 2.14 / 1.74 10.80 / 5.63 3.29 / 2.37 0.51 / 0.77 
XGBoost 1.93 / 1.66 10.35 / 6.17 3.22 / 2.48 0.53 / 0.75 

MLP 1.99 / 1.98 10.82 / 8.81 3.29 / 2.97 0.64 / 0.51 
 

A first observation reveals that the outcomes in this scenario fall short when compared 

to those in the Bundesliga. Among all the algorithms assessed, the XGBoost algorithm 

emerges as the most effective based on various metrics. Notably, the differences be-

tween the training and test values are minimal for MAE and RMSE, yet slightly bigger 

for MSE. 

Case 2 
Case 2 contains the following features: Nation, Pos, Squad, Age, MP, Ast, PK, CrdY, 

CrdR, PrgC, PrgP, PrgR, Previous_Gls. Key insights regarding the evaluation of feature 

importance indicate that previous goals (Previous_Gls) was the feature with the highest 

importance. 

Using all algorithms, we achieve these results: 

Table 6-8: Performance results for Premier League case 2 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 2.19 / 2.08 11.43 / 8.73 3.38 / 2.95 0.48 / 0.65 
Ridge Regression 2.19 / 2.09 11.44 / 8.79 3.38 / 2.97 0.48 / 0.65 
Random Forest 2.14 / 2.03 10.85 / 8.44 3.29 / 2.90 0.50 / 0.66 

Gradient Boosting 2.11 / 1.85 9.82 / 6.29 3.13 / 2.51 0.55 / 0.75 
XGBoost 1.93 / 1.75 9.88 / 6.73 3.14 / 2.59 0.55 / 0.73 

MLP 2.20 / 2.08 11.57 / 8.78 3.40 / 2.96 0.47 / 0.65 
 

Referring to the provided table, XGBoost emerges as the optimal algorithm when eval-

uating Mean Absolute Error (MAE). It's noteworthy to highlight that Gradient Boosting 
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showcases strong performance in terms of metrics such as Mean Squared Error (MSE) 

and Root Mean Squared Error (RMSE). 

Case 3 
In this case, we're using all the features in the dataset after going through pre-

processing. We can achieve the following results by combining all algorithms. 

Table 6-9: Performance results for Premier League case 3 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 2.09 / 1.87 11.07 / 7.36 3.33 / 2.71 0.49 / 0.70 
Ridge Regression 2.18 / 2.05 11.00 / 8.69 3.32 / 2.95 0.50 / 0.65 
Random Forest 2.15 / 1.90 11.32 / 7.24 3.36 / 2.69 0.48 / 0.71 

Gradient Boosting 2.17 / 1.67 10.91 / 4.99 3.30 / 2.23 0.50 / 0.80 
XGBoost 1.95 / 1.59 10.60 / 5.57 3.26 / 2.36 0.52 / 0.78 

MLP 2.14 / 1.98 11.13 / 8.38 3.34 / 2.90 0.49 / 0.66 
 

Examining the presented table, XGBoost stands out as the top-performing algorithm 

when assessed against the MAE. Notably, it is worth emphasizing that Ridge Regres-

sion demonstrates robust performance, particularly excelling in metrics like MSE and 

RMSE. 

6.2.2 Top 30% players dataset 
The original dataset, comprising 112 players, was refined to include only 35 players 

who met the specified goal criteria. Consequently, the results of this implementation 

indicate that a player must achieve a minimum of 3 goals (threshold) to qualify for in-

clusion in the final dataset. The dataset's standard deviation, calculated at 6.04 goals. 

Case 1 
The results of the metrics are depicted in the following table. 

Table 6-10: Performance results for Premier League case 1 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 3.78 / 2.88 25.08 / 13.70  5.01 / 3.70 0.54  
Ridge Regression 3.75 / 2.93 25.41 / 14.09 5.04 / 3.75 0.53  
Random Forest 3.72 / 2.42 25.90 / 9.38 5.33 / 3.06 0.53  

Gradient Boosting 3.97 / 2.13 28.43 / 7.22 5.33 / 2.69 0.60  
XGBoost 3.67 / 2.29 27.34 / 9.74 5.23 / 3.12 0.49  

MLP 3.70 / 2.95 24.86 / 14.20 4.99 / 3.77 0.53  
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The metrics presented in the table, emphasize the better performance of the XGBoost 

model, particularly in the MAE. However, MLP model has the lowest values in MSE 

and RMSE. Regarding feature importance the features that are appearing as the most 

important are expected Goals (xG), previous goals (Previous_Goals) and non-penalty 

expected goals (npxG) collectively accounting for a significant 0.60 of the overall im-

portance. 

Case 2 
The outcomes of the algorithms are presented below. 

Table 6-11: Performance results for Premier League case 2 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 3.64 / 2.84 25.55 / 13.59 5.06 / 3.69 0.52  
Ridge Regression 3.69 / 2.91 26.38 / 14.12 5.14 / 3.76 0.54  
Random Forest 3.41 / 2.84 23.30 / 13.38 4.83 / 3.66 0.47  

Gradient Boosting 3.27 / 2.23 20.38 / 7.48 4.51 / 2.73 0.48  
XGBoost 3.32 / 2.31 22.00 / 9.55 4.69 / 3.09 0.43  

MLP 3.75 / 2.86 26.26 / 13.67 5.12 / 3.70 0.55  
 

The best performed algorithm based on all metrics is Gradient Boosting, with previous 

goals (Previous_Gls) emerging as the most crucial feature in predicting goal-scoring 

across the algorithm. 

Case 3 

Table 6-12: Performance results for Premier League case 3 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 4.00 / 2.59 27.90 / 11.20 5.28 / 3.35 0.62 
Ridge Regression 3.65 / 2.98 25.86 / 15.49 5.09 / 3.94 0.53 
Random Forest 3.61 / 2.26 25.39 / 8.04 5.04 / 2.83 0.50  

Gradient Boosting 3.80 / 0.52 28.05 / 0.43 5.30 / 0.65 0.52  
XGBoost 4.07 / 0.01 29.53 / 0.00 5.43 / 0.01 0.59  

MLP 3.70 / 2.82 26.02 / 13.41 5.10 / 3.66 0.54  
 

Table 6-13 contains the results of the metrics for all the models. According to all met-

rics, Random Forest emerges as the top-performing algorithm. Also, upon observing the 

error metric values for Random Forest and Gradient Boosting, it becomes evident that 

they exhibit indications of overfitting. 
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Lastly, the algorithm highlights three features contributing to a sum of nearly 0.7 im-

portance. These are expected goals (xG), previous goals (Previous_Gls) and goals 

scored per 90 min. (Gls_90). 

6.3 La Liga Results 
Here, the outcomes and findings from La Liga are presented. The league consists of 97 

players, who have only played for La Liga teams from 2017-2018 until 2022-2023. 

6.3.1 All players dataset 
In this sub-section, we discuss three distinct cases, each utilizing different attributes to 

train the algorithms. The attributes that are used, are presented in Figure 25 for case 1, 

in Figure 26 for case 2 and in Figure 27 for case 3. The dataset’s standard deviation was 

computed to 4.35 goals. 

Case 1 
Upon reviewing the metrics table for both the training and testing datasets, it suggests 

an overall good performance. The proximity of values across the metrics indicates a 

lack of overfitting. MLP emerges as the optimal algorithm based on MAE, while Gradi-

ent Boosting excels notably in MSE and RMSE. 

Table 6-13: Performance results for La Liga case 1 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 1.83 / 1.86 7.67 / 8.36 2.77 / 2.89 0.42 / 0.59 
Ridge Regression 1.78 / 1.88 7.22 / 8.47 2.69 / 2.91 0.45 / 0.58 
Random Forest 1.83 / 1.50 7.31 / 4.70 2.70 / 2.17 0.45 / 0.77 

Gradient Boosting 1.86 / 1.57 6.78 / 4.79 2.60 / 2.19 0.49 / 0.76 
XGBoost 1.82 / 1.55 7.76 / 5.44 2.79 / 2.33 0.41 / 0.73 

MLP 1.72 / 1.88 6.91 / 8.66 2.63 / 2.94 0.48 / 0.57 
 

It is worth noticing that there are no feature importance values for MLP. 

Case 2 
The results by applying case 2 are presented in the following table.  

Table 6-14: Performance results for La Liga case 2 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 1.92 / 1.96 7.55 / 8.95 2.75 / 2.99 0.43 / 0.56 



-60- 

Ridge Regression 1.92 / 1.96 7.42 / 8.97 2.72 / 3.00 0.44 / 0.55 
Random Forest 1.99 / 1.75 8.49 / 6.55 2.91 / 2.56 0.36 / 0.68 

Gradient Boosting 2.09 / 1.68 8.41 / 5.70 2.90 / 2.39 0.36 / 0.72 
XGBoost 1.89 / 1.65 7.49 / 6.33 2.74 / 2.52 0.43 / 0.69 

MLP 1.95 / 1.96 7.70 / 8.96 2.78 / 2.99 0.42 / 0.56 
 

It appears that XGBoost algorithm outer performs other algorithms based on MAE, 

while Ridge Regression has good results in MSE and RMSE. Additionally, the close 

proximity of MAE and RMSE values between training and testing results indicates ef-

fective prediction even in unseen data.  

Furthermore, following a close examination of the highlighted feature importance val-

ues for XGBoost, we see that attributes related to previous goal-scoring performance 

(Previous_Gls) and penalty kicks (PK) are those with the bigger influence. 

Case 3 
Based on the results presented in the table, it appears that XGBoost is the best algorithm 

across all metrics. In this case, it is observed that more features play an important role to 

the predictions as it is observed from Table 8-3: Feature importance values for case 3.  

Table 6-15: Performance results for La Liga case 3 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 2.05 / 1.84 8.81 / 7.68 2.97 / 2.77 0.33 / 0.62 
Ridge Regression 1.82 / 1.88 7.30 / 8.45 2.70 / 2.91 0.45 / 0.58 
Random Forest 1.88 / 1.26 7.90 / 3.08 2.81 / 1.75 0.40 / 0.85 

Gradient Boosting 1.94 / 1.50 7.41 / 4.41 2.72 / 2.10 0.44 / 0.78 
XGBoost 1.78 / 1.48 6.94 / 4.91 2.63 / 2.21 0.48 / 0.76 

MLP 1.95 / 1.89 7.77 / 8.19 2.79 / 2.86 0.41 / 0.59 
 

6.3.2 Top 30% players dataset 
The initial dataset, comprising 97 players, was reduced to 32 players. The outcomes of 

this process indicated that for a player to be included in the final dataset it had to score a 

minimum of two goals (threshold). The dataset’s variability is indicated by the calculat-

ed standard deviation of 5.55. Another observation is that the values between the MAE 

and RMSE for the training and testing sets do not surpass 1.00, suggesting a lack of sig-

nificant overfitting in the data. 
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Case 1 
The results for this case were as follows. 

Table 6-16: Performance results for La Liga case 1 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 2.96 / 3.18 15.97 / 17.51 4.00 / 4.18 0.68  
Ridge Regression 2.53 / 3.20  12.34 / 18.15 3.51 / 4.26 0.59  
Random Forest 2.37 / 2.78 10.99 / 12.92 3.31 / 3.59  0.50 

Gradient Boosting 2.49 / 2.09 10.53 / 7.39 3.25 / 2.72 0.55  
XGBoost 3.05 / 2.17 15.73 / 8.46 3.97 / 2.91 0.55  

MLP 2.61 / 3.25 12.73 / 18.85 3.57 / 4.34 0.60  
 

Random Forest is the best model regarding the outcomes of MAE and MAPE. As ex-

plained before, a MAPE of 0.50 depicts that the model's predictions differ from the ac-

tual values by around 50% on average, which is not ideal.  

Concerning feature importance, the 4 features with greater than 0.1 significance are: 

non-penalty expected plus assisted goals (npxG_PLUS_xAG), goals plus assists 

(G_PLUS_A), expected goals per 90 min. (xG_90) and expected plus assisted goals per 

90 min. (xG_PLUS_xAG_90). 

Case 2 

Table 6-17: Performance results for La Liga case 2 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 3.10 / 3.14 15.43 / 17.44 3.93 / 4.18 0.73 
Ridge Regression 2.83 / 3.15 13.89 / 17.61 3.73 / 4.20 0.65 
Random Forest 2.39 / 3.05 10.67 / 15.10 3.27 / 3.89 0.53 

Gradient Boosting 2.68 / 2.38 13.69 / 8.53 3.70 / 2.92 0.30 
XGBoost 2.92 / 2.15 16.08 / 10.00 4.01 / 3.16 0.54 

MLP 3.05 / 3.14 15.07 / 17.45 3.88 / 4.18 0.71  
 

In this scenario, the Random Forest algorithm stands out as the superior performer, at-

taining the lowest value in MAE and thus establishing its excellence. Significantly, the 

combined influence of previous goals (Previous_Gls) and progressive passes records 

(PrgR) surpasses the limit of 0.5 influence. 
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Case 3 

Table 6-18: Performance results for La Liga case 3 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 3.85 / 2.99 24.47 / 14.39 4.95 / 3.79 0.97 
Ridge Regression 2.42 / 3.20 11.17 / 17.74 3.34 / 4.21 0.53  
Random Forest 2.60 / 1.39 12.38 / 3.42 3.52 / 1.85 0.58 

Gradient Boosting 2.73 / 1.94 12.97 / 5.92 3.60 / 2.43 0.60 
XGBoost 2.75 / 2.09 13.28 / 8.01 3.64 / 2.83 0.55  

MLP 3.46 / 3.01 16.97 / 15.91 4.12 / 3.99 0.76 
 

In this case, the Ridge Regression algorithm outperforms all others across multiple cri-

teria, demonstrating its better performance. 

6.4 Serie A Results 
In this chapter, the results of Serie A are analyzed. The information was reduced to fo-

cus solely on players in Serie A teams from the 2017-2018 season to the 2022-2023 sea-

son. As a result, the total number of players considered reaches 106. 

6.4.1 All players dataset 
In this section, we look at three distinct scenarios, each of which uses a different set of 

features to train the algorithms. Moreover, the standard deviation of the dataset was cal-

culated to be 4.35 goals, offering insight into the diversity of goal-scoring performances 

evaluated. 

Case 1 
For Case 1, the model is trained using the subsequent attributes: expected goals, non-

penalty expected goals, non-penalty expected plus assisted goals, expected goals per 90 

min., previous goals, non-penalty expected goals per 90 min., non-penalty goals, ex-

pected plus assisted goals per 90 min., goals plus assists, progressive passes records. 

Out of these features the most important to the predictions is expected goals (xG). By 

observing the following table with the results, it is understood that XGBoost is the best 

performed algorithm. The error values are relatively small indicating an overall good 

performance of our models. Moreover, an examination of MAE and RMSE values be-

tween training and testing results demonstrate effective predictions in unknown scenari-

os.    
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Table 6-19: Performance results for Serie A case 1 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 1.44 / 1.67 5.47 / 7.43 2.34 / 2.73 0.28 / 0.62 
Ridge Regression 1.43 / 1.66 5.32 / 7.45 2.31 / 2.73 0.30 / 0.62 
Random Forest 1.40 / 1.35 4.91 / 3.91 2.22 / 1.98 0.35 / 0.80 

Gradient Boosting 1.49 / 1.55 4.45 / 5.02 2.11 / 2.24 0.41 / 0.74 
XGBoost 1.29 / 1.39 3.96 / 4.68 1.99 / 2.16 0.48 / 0.76 

MLP 1.44 / 1.67 5.41 / 7.44 2.33 / 2.73 0.29 / 0.62 
 

Case 2 
Case 2 features are: nation, squad, position, age, minutes played, assists, penalty kicks 

made, yellow and red cards, non-penalty goals, expected plus assisted goal per 90 min., 

goals and assists, progressive passes records. Table 6-23 indicates that the algorithm 

with the lowest values in all metrics is XGBoost. The nearby values of the metrics show 

that there is no important sign of overfitting. 

Table 6-20: Performance results for Serie A case 2 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 1.60 / 1.89 5.01 / 8.77 2.24 / 2.96 0.34 / 0.55 
Ridge Regression 1.60 / 1.89 5.01 / 8.77 2.24 / 2.96 0.34 / 0.55 
Random Forest 1.63 / 1.65 5.16 / 6.08 2.27 / 2.47 0.32 / 0.69 

Gradient Boosting 1.62 / 1.69 4.17 / 5.96 2.04 / 2.44 0.45 / 0.69 
XGBoost 1.40 / 1.49 3.66 / 5.59 1.91 / 2.36 0.52 / 0.71 

MLP 1.63 / 1.89 5.09 / 8.80 2.26 / 2.97 0.33 / 0.55 
 

Several fundamental insights concerning the significance of features in this case in-

clude: 

• All features have a positive impact. 

• The attribute with the biggest value is previous goals (Previous_Gls), while pen-

alty kicks made (PK) is the second.  

Case 3 

Case 3 uses all the attributes referred to Figure 27: Case 3 attributes. 

Table 6-21: Performance results for Serie A case 3 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 1.59 / 1.62 7.95 / 6.80 2.82 / 2.61 0.05 / 0.65 
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Ridge Regression 1.41 / 1.65 5.48 / 7.18 2.34 / 2.68 0.28 / 0.63 
Random Forest 1.45 / 1.47 5.05 / 4.67 2.25 / 2.16 0.33 / 0.76 

Gradient Boosting 1.68 / 1.74 4.66 / 6.41 2.16 / 2.53 0.39 / 0.67 
XGBoost 1.33 / 1.32 4.12 / 4.23 2.03 / 2.06 0.46 / 0.78 

MLP 1.49 / 1.79 5.14 / 8.03 2.27 / 2.83 0.32 / 0.59 
 

By analyzing the above results, XGBoost algorithm continues to be the best of all. No-

tably, there is not a sign of overfitting within the dataset. Expected goals (xG) is the fea-

ture that was mostly used to make the predictions as accurate as possible. 

6.4.2 Top 30% players dataset 
From the initial dataset of 106 players, only 38 were selected based on meeting a mini-

mum goal criterion. This process revealed that players needed to score at least 2 goals to 

be included in the final dataset. The dataset's standard deviation, calculated at 5.08 

goals, measures its variability. 

Case 1 
In reference to the presented table, MLP stands out as the best algorithm, in all metrics. 

Moreover, train and test metric values are closely enough meaning that the algorithms 

perform good in unseen data. 

Table 6-22: Performance results for Serie A case 1 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 2.01 / 2.71 9.28 / 14.95 3.05 / 3.87 0.59  
Ridge Regression 1.93 / 2.79 8.36 / 15.75 2.89 / 3.97 0.52 
Random Forest 1.87 / 2.44 7.55 / 11.35 2.75 / 3.37 0.50 

Gradient Boosting 1.86 / 2.47 6.69 / 10.87 2.59 / 3.30 0.55  
XGBoost 1.85 / 2.15 7.43 / 11.15 2.73 / 3.34 0.46  

MLP 1.69 / 2.90 5.98 / 17.25 2.45 / 4.15 0.45  
 

Case 2 
The outcomes reveal that the Gradient Boosting algorithm consistently exhibits the low-

est values across all metrics. However, in this case it is implied that overfitting exists in 

XGBoost algorithm, due to the high difference between train and test values. 

Table 6-23: Performance results for Serie A case 2 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 
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Linear Regression 2.09 / 2.90 8.32 / 16.44 2.88 / 4.06 0.58 
Ridge Regression 2.09 / 2.90  8.26 / 16.44 2.87 / 4.06 0.58  
Random Forest 1.87 / 2.52 6.29 / 11.72 2.51 / 3.42  0.49 

Gradient Boosting 1.66 / 2.00 4.88 / 6.57 2.21 / 2.56 0.47  
XGBoost 2.44 / 0.25 11.49 / 0.10 3.39 / 0.32 0.64  

MLP 2.31 / 2.99 8.03 / 20.40 2.83 / 4.52 0.63  
 

Regarding the feature importance of all algorithms, the conclusion is that feature Previ-

ous Goals (Previous_Goals) remains the most influential factor. 

Case 3 
XGBoost emerges as the optimal algorithm, showing superior performance based on 

both MAE and MAPE metrics. Concerning the significance of features across the out-

comes, it can be concluded that expected Goals (xG) and non-penalty expected goals 

(npxG) are the most highlighted in the model. 

Table 6-24: Performance results for Serie A case 3 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 2.78 / 2.54 15.97 / 13.64 4.00 / 3.69 0.82 
Ridge Regression 2.10 / 2.71 9.51 / 14.94 3.08 / 3.86 0.59  
Random Forest 1.96 / 2.38 8.71 / 10.41 2.95 / 3.23  0.53 

Gradient Boosting 1.93 / 2.33 7.83 / 9.22 2.80 / 3.04 0.60 
XGBoost 1.83 / 2.02 7.65 / 9.97 2.77 / 3.16 0.47  

MLP 2.00 / 2.75 8.51 / 15.14 2.92 / 3.89 0.55  

6.5 All Players Dataset Results 
As mentioned earlier, this case includes all players from the four leagues. An additional 

column, 'league,' has been introduced to denote the origin of each player (the league that 

he plays). The subsequent sub-chapters delve into a detailed analysis of the results. 

6.5.1 All players dataset 
The dataset contains 424 players in total. The standard deviation of this dataset was cal-

culated to 4.23 goals. As previously emphasized, the attributes used in the algorithms 

for each case are depicted in the Pre-processing chapter. 

Case 1 
Given the diversity of this dataset, the results depict that the models produced very good 

results. The best algorithm is XGBoost with lowest values in all metrics. Features like 
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expected goals (xG) and non-penalty expected goals (npxG) are the most influential. 

Finally. the league feature, while positive, it did not get a high value. 

Table 6-25: Performance results for All players dataset case 1 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 1.76 / 1.78 7.30 / 7.55 2.70 / 2.75 0.46 / 0.60 
Ridge Regression 1.74 / 1.78 7.02 / 7.57 2.65 / 2.75 0.49 / 0.60 
Random Forest 1.76 / 1.63 7.28 / 5.95 2.70 / 2.44 0.47 / 0.68 

Gradient Boosting 1.84 / 1.73 7.06 / 6.43 2.66 / 2.54 0.48 / 0.66 
XGBoost 1.69 / 1.66 6.68 / 6.63 2.58 / 2.57 0.51 / 0.65 

MLP 1.76 / 1.79 7.06 / 7.58 2.66 / 2.77 0.48 / 0.60 
 

Case 2 
The following table shows that the best performed algorithm is Random Forest. Fur-

thermore, the values between train and test indicate that the models predict well in un-

known data. The feature with the highest feature importance reaching the value of 0.76 

is previous goals (Previous_Goals), while league does not have an important influence. 

Table 6-26: Performance results for All players dataset case 2 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 1.86 / 1.92 7.15 / 8.26 2.67 / 2.87 0.48 / 0.56 
Ridge Regression 1.84 / 1.92 7.05 / 8.29 2.66 / 2.88 0.48 / 0.56 
Random Forest 1.78 / 1.58 6.76 / 5.52 2.60 / 2.35 0.50 / 0.71 

Gradient Boosting 1.78 / 1.69 6.80 / 5.81 2.61 / 2.41 0.50 / 0.69 
XGBoost 1.80 / 1.51 7.20 / 4.97 2.68 / 2.23 0.47 / 0.74 

MLP 1.91 / 1.93 7.35 / 8.31 2.71 / 2.88 0.46 / 0.56 

 
Case 3 
Once again, the XGBoost algorithm outperforms all other algorithms, attaining the low-

est values in this case. One observation about feature importance is the following. Ex-

pected goals (xG) appears as the most important feature.  

Table 6-27: Performance results for All players dataset case 3 (all players) 

Models /Metrics MAE test / 
MAE train 

MSE test /  
MSE train 

RMSE test / 
RMSE train 

R^2 test / 
 R^2 train 

Linear Regression 1.76 / 1.77 7.44 / 7.33 2.73 / 2.71 0.45 / 0.61 
Ridge Regression 1.81 / 1.80 7.02 / 7.56 2.65 / 2.75 0.49 / 0.60 
Random Forest 1.77 / 1.50 7.13 / 4.70 2.67 / 2.17 0.48 / 0.75 
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Gradient Boosting 1.85 / 1.58 7.19 / 4.97 2.68 / 2.23 0.47 / 0.74 
XGBoost 1.67 / 1.51 6.48 / 5.19 2.55 / 2.28 0.52 / 0.72 

MLP 1.90 / 1.86 7.35 / 7.86 2.71 / 2.80 0.46 / 0.58 

6.5.2 Top 30% players dataset 
The initial dataset of 424 players, had a reduction to 157 players. The results of this 

process showed that a player had to achieve a minimum of 2 goals (threshold) to be in-

cluded in the final dataset. The calculated standard deviation of the dataset is 5.18. 

Case 1 
In this case, Gradient Boosting is the algorithm that produced the lowest MAE value. 

However, Random Forest performs extremely well based on MSE and RMSE metrics. 

The feature displaying the highest significance is expected goals (xG). Remarkably, the 

values between the training and testing datasets exhibit close proximity, indicating the 

absence of overfitting in the data. 

Table 6-28: Performance results for All players dataset case 1 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 2.48 / 2.69 12.78 / 13.63 3.57 / 3.69 0.53 
Ridge Regression 2.44 / 2.69 12.37 / 13.66 3.52 / 3.70 0.52 
Random Forest 2.32 / 2.65 11.41 / 12.85 3.38 / 3.59  0.47 

Gradient Boosting 2.30 / 2.44 11.90 / 10.76 3.45 / 3.28 0.47 
XGBoost 2.42 / 2.40 12.13 / 11.43 3.48 / 3.38 0.47  

MLP 2.49 / 2.69 12.66 / 13.65 3.56 / 3.69 0.53  
 

Case 2 
The best performed algorithm is Gradient Boosting like previously. In this case, previ-

ous goals (Previous_Goals) is the attribute that has the highest value. 

Table 6-29: Performance results for All players dataset case 2 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 2.51 / 2.77 12.54 / 14.21 3.54 / 3.77 0.54 
Ridge Regression 2.46/ 2.78 12.43 / 14.30 3.53 / 3.78 0.53 
Random Forest 2.40 / 2.37 11.33 / 10.00 3.37 / 3.16 0.51 

Gradient Boosting 2.31 / 2.47 11.04 / 10.83 3.32 / 3.29 0.48 
XGBoost 2.43 / 2.17 11.47 / 9.41 3.39 / 3.07 0.48  

MLP 2.52 / 2.77 12.58 / 14.21 3.55 / 3.77 0.54  
 



-68- 

Case 3 
Finally, for another time Gradient Boosting algorithm is the winner regarding the differ-

ent error metrics. 

Table 6-30: Performance results for All players dataset case 3 (30% top players) 

Models /Metrics MAE test / 
MAE train 

MSE test / 
MSE train 

RMSE test / 
RMSE train MAPE test 

Linear Regression 2.64 / 2.65 13.79 / 13.06 3.71 / 3.61 0.57 
Ridge Regression 2.57 / 2.72 12.85 / 13.52 3.58 / 3.68 0.55 
Random Forest 2.42 / 2.02 12.08 / 6.91 3.48 / 2.63 0.53 

Gradient Boosting 2.28 / 2.32 11.17 / 9.42 3.34 / 3.07 0.48 
XGBoost 2.37 / 2.29 11.64 / 10.20 3.41 / 3.20 0.48 

MLP 2.542/ 2.73 12.33 / 13.69 3.51 / 3.70 0.54 
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Discussion 
In this chapter, all the results of each different case and league are analyzed. The final 

sub-chapter provides a comprehensive comparison of these results. 

7.1 Overview of Cross-League Analysis 
Here, summaries of individual leagues and an overview of the dataset which includes 

players from all leagues are provided. 

7.1.1 Bundesliga Implications 
For the comprehensive Bundesliga’s dataset encompassing all players, the findings in-

dicated that case 2 and XGBoost algorithm outperformed others, as evidenced by its 

lower Mean Absolute Error (MAE). In contrast, when focusing on the top 30% of play-

ers, case 2 emerged as the optimal choice, with Random Forest standing out as the most 

effective algorithm in delivering good results. The attributes in case 2 were chosen by 

evaluating the correlation for each pair of features. Specifically, one feature was select-

ed from each highly correlated pair. 

The feature that has the highest importance value for both algorithms is the previous 

goals (Previous_Gls), suggesting that a player’s previous goal-scoring performance is a 

critical factor in predicting future outcomes. Another important feature for Random 

Forest is Age. This might suggest that the performance and impact of a player vary with 

age, and older or younger players might have distinctive characteristics that affect their 

overall contribution to the team.  

Table 7-1: Performance results for Bundesliga - comparative analysis 

Models /Metrics MAE MSE RMSE MAPE R^2 
XGBoost (all dataset – case 2) 1.70  5.41  2.33  - 0.50 

Random Forest (30% top players – case 2) 1.70 4.38 2.09 0.29 0.57 
 

While the anticipation of variations in results across different dataset versions was fore-

seen, the noteworthy observation lies in the exceptional performance of the reduced da-
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taset in comparison. Contrary to expectations, an algorithm trained on a significantly 

reduced dataset demonstrated superior results.  

To further recognize their differences, we will offer an example of two football players 

and their predictions. Generally, if we use center backs or defenders as examples, the 

predictions would be more accurate than forwards, because a defender normally scores 

zero goals in a season. As a result, to check the results of the algorithms, Thomas Mül-

ler and Joshua Kimmich were chosen. Thomas Müller is a forward and his actual goals 

for season 2022-2023 were 7. On the other hand, Joshua Kimmich is a mid-fielder and 

he scored 5 goals in the season 2022-2023.  

The following bar-charts depict the results. 

     

Figure 33: Thomas Müller’s performance prediction  

In the case of Thomas Müller, the XGBoost algorithm, applied to the entire dataset, 

forecasted 6 goals, with a discrepancy of just 1 goal. Meanwhile, the Random Forest 

algorithm, when employed on the top 30% of players, predicted 8 goals, exhibiting a 

similar 1-goal difference. 

For Joshua Kimmich, the XGBoost algorithm, utilizing the complete dataset, predicted 

2 goals with a deviation of 3 goals. In parallel, the Random Forest algorithm, applied to 

the top 30% of players, predicted 3 goals, displaying a 2-goals difference. 
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Figure 34: Joshua Kimmich’s performance prediction  

Obviously, some players' actual goals align precisely with the predictions made by all 

models, while conversely, there are numerous instances where the predicted goals for 

players deviate significantly from their actual achievements. 

One more conclusion can come out of the calculation of standard deviation of the target 

variable ‘Gls’. It was calculated at 3.24 goals, while MAE for the best model is 1.795 

regarding the dataset with all the players. This means that, if a player scored 10 goals, 

the prediction would be 10 +/-3, while the error is at 1.795, which is a good outcome. 

Regarding the dataset with the top 30% players the standard deviation was calculated to 

3.79. 

7.1.2 Premier League Implications 
In the analysis of the dataset encompassing all players of Premier League, the results 

revealed that case 1 and the XGBoost algorithm demonstrated superior performance, 

evident in their lower MAE compared to other approaches. It is worth mentioning also, 

that all cases regarding this dataset had XGBoost as their best training model. Converse-

ly, when narrowing the focus to the top 30% of players, case 2 emerged as the preferred 

option, with Gradient Boosting emerging as the most effective algorithm. 

In this league, different features were used for each implementation. In the domain of 

XGBoost, expected goals (xG), non-penalty expected goals (npxG) and previous goals 

(Previous_Goals) consistently emerge as the most important features. Their consistent 

importance emphasizes their dependability in impacting the target variable. However, 

for Gradient Boosting, previous goals (Previous_Goals) is the only feature that stands 

out. 
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Table 7-2: Performance results for Premier League - comparative analysis 

Models /Metrics MAE MSE RMSE MAPE R^2 
XGBoost (all dataset – case 1) 1.92  10.35 3.22  - 0.53 

Gradient Boosting (30% top players – case 2) 3.27 20.38 4.51 0.48 0.37 
 

In this case, it is understood based on the metrics that the dataset which contained all the 

players produced better results. Specifically, the values of all measures associated to the 

reduced dataset are noticeably higher, demonstrating the whole player dataset's superior 

performance. 

Furthermore, it is vital to mention that generally the values between the train and test 

metrics contained the whole dataset have a small difference between them. This sug-

gests that the occurrence of overfitting is relatively minor. However, for the reduced 

dataset, there is a notable increase in the difference between the metric values. 

To illuminate these distinctions further, let's consider Danny Welbeck and his respective 

predictions. Danny Welbeck is a midfielder, who scored 6 goals in the actual season of 

2022-2023. 

The following bar charts vividly illustrate the outcomes, offering a comparative view of 

the predictions across different algorithms. 

   

Figure 35: Danny Welbeck’s performance prediction  

In the case of Danny Welbeck, the XGBoost algorithm accurately forecasted the precise 

number of goals the player achieved during the 2022-2023 season. In contrast, the Gra-

dient Boosting algorithm, applied to the top 30% of players, predicted a total of 7 goals, 

showcasing a minor 1-goal deviation. 
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7.1.3 La Liga Implications 
The best outcome for this league was produced using MLP in case 1 for the entire da-

taset of La Liga. In contrast, for the top 30% of players in case 1, Random Forest 

emerged as the most effective algorithm. As the results indicate in the table below, the 

dataset with all the players produced better results. 

Table 7-3: Performance results for La Liga - comparative analysis 

Models /Metrics MAE MSE RMSE MAPE R^2 
MLP (all dataset – case 1) 1.72 6.91  2.63  - 0.48 

Random Forest (30% top players – case 1) 2.37 10.99 3.31 0.50 0.39 
 

The features that are most important for Random Forest algorithm is non-penalty ex-

pected plus assisted goals (npxG_PLUS_xAG). 

To delve deeper into these differences, we will examine 2 cases: Luka Modrić and Ka-

rim Benzema. Luka Modrić is a mid-fielder and he scored 4 goals in season 2022-2023. 

Karim Benzema is a striker who achieved a total of 19 goals during this season. 

In the scenario involving Luka Modrić, the MLP algorithm, applied to the complete da-

taset, predicted 2 goal, 2 goals difference from the actual ones. Conversely, the Random 

Forest algorithm, when deployed on the top 30% of players, predicted 3 goals, meaning 

1-goal difference. 

           

Figure 36: Luka Modrić’s performance prediction  

In the case of Karim Benzema, the MLP algorithm forecasted 19 goals, while the Ran-

dom Forest predicted 21 goals. Notably, Random Forest prediction exhibited a 2-goal 

difference from the observed outcome. 
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Figure 37: Karim Benzema’s performance prediction  

7.1.4 Serie A Implications 
Table 6-28 illustrates that, for the entire dataset of Serie A, the XGBoost algorithm 

demonstrated the best performance, whereas in the context of the reduced dataset, Gra-

dient Boosting claimed the top position. Overall, the best metric values produced the 

case with the entire dataset. An additional noteworthy observation is that the values be-

tween the training and testing sets in this league exhibit a closer proximity compared to 

any other league. 

Table 7-4: Performance results for Serie A - comparative analysis 

Models /Metrics MAE MSE RMSE MAPE R^2 
XGBoost (all dataset – case 1) 1.29  3.96 1.99  - 0.48 

Gradient Boosting (30% top players – case 2) 1.67 4.89 2.21 0.47 0.47 
 

An example to depict these distinctions is given by Nicolò Barella. Nicolò Barella is a 

mid-fielder who scored 6 goals in target season 2022-2023. 

    

Figure 38: Nicolò Barella’s performance prediction  
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The bar charts showed that XGBoost algorithm predicted with 1-goal difference from 

the actual number of goals, whereas Gradient Boosting exhibited a slightly larger 2-goal 

difference. 

7.1.5 All dataset Implications 
Based on the previous analysis, we conclude to the following epilogue. XGBoost was 

the best performed algorithm for the dataset that contained all the players. On the other 

hand, for the reduced dataset, Gradient Boosting produced the best metric values. Sig-

nificantly, the 2 models that produced these results used all the features (case 3) for the 

training, with expected goals (xG) playing a key role in both instances. Like expected, 

the dataset contained all players produced better results.  

Table 7-5: Performance results for All players dataset - comparative analysis 

Models /Metrics MAE MSE RMSE MAPE R^2 
XGBoost (all dataset – case 3) 1.68 6.58 2.56 - 0.52 

Gradient Boosting (30% top players – case 3) 2.29 11.23 3.35 0.48 0.39 
 

Visual representations of the XGBoost algorithm's performance using the complete da-

taset in case 3 in comparison with the best model from each league are depicted through 

the following diagrams. 

 

Figure 39: Performance prediction of Danny Welbeck using XGBoost algorithm 
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Figure 40: Performance prediction of Karim Benzema using XGBoost algorithm 

 

Figure 41: Performance prediction of Nicolò Barella using XGBoost algorithm 

It is observed that for these specific players, the models developed in each league’s da-

taset produced better predictions. 

7.2 Comparative Insights Across Leagues 
As previously stated, the comparison between the algorithms in all the possible cases is 

one of the most important factors of this dissertation. The results are gathered in the ta-

ble below: 

Table 7-6: Performance results all scenarios - comparative analysis 

League Best Model /Metrics MAE MSE RMSE MAPE R^2 
Bundesliga Random Forest (30% top players – case 2) 1.70 4.38 2.09 0.29 0.57 

Premier League XGBoost (all dataset – case 1) 1.92  10.35 3.22  - 0.53 
La Liga MLP (all dataset – case 1) 1.72 6.91  2.63  - 0.48 
Serie A XGBoost (all dataset – case 1) 1.29  3.96 1.99  - 0.48 
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All dataset XGBoost (all dataset – case 3) 1.68 6.58 2.56 - 0.52 
 

The outcomes yielded intriguing insights. By observing Table 7-6: Performance results 

all scenarios - comparative analysis we have some conclusions. To begin with, Serie’s 

A dataset produced the lowest error metric values than any other league or the total da-

taset. The most essential indicator between the metrics is MAE. MAE shows how close 

the predictions are to the actual number of goals. In this case, XGBoost the MAE was 

1.29, meaning that if for example a player scored 10 goals, the prediction would be to 

score 9 to 11 goals. Certainly, not all predictions achieve this result. There are many in-

stances where the predictions are not accurate, but overall, they are very good.  

Secondly, only in Bundesliga, an algorithm using the reduced dataset produced better 

results. Delving into specific metrics, the mean absolute error (MAE) witnessed the 

second lowest value when the XGBoost algorithm was applied to the entire dataset 

across all leagues. This indicates that besides the different cultures and gameplays each 

league has, the whole dataset produced more accurate predictions. However, the other 

error metrics are not the lowest in that case.  

Lastly and most important, it becomes apparent that XGBoost algorithm emerges as the 

overall winner in 3 out of 5 scenarios. As a result, this algorithm should be used by data 

scientists when these or similar datasets are used. 

Furthermore, all researchers must realize the significance of their study. Our results are 

promising. They outperform most previous studies, despite the fact that some researches 

have slightly superior error metrics. It's important to realize that comparing results 

might be challenging because researchers usually use different datasets. For example, 

predicting points in basketball differs significantly from football due to the many fluc-

tuations it has as a sport. 
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8 Conclusions 
In this dissertation, we successfully predicted a player’s performance regarding the 

number of goals based on historical data. This chapter is dedicated to summarize the 

methodology and the results of the ML algorithms.  

8.1 Conclusion 
It is understood that sport analytics are going to play a vital role in shaping the future of 

sports. Across the world, an increasing number of teams are hiring experts in this do-

main to enhance the performance of the players. Recognizing the potential for im-

provement, football clubs are giving the appropriate attention to improve each players 

performance and make them perform better. 

In the scope of this dissertation, our primary aim was to forecast the performance of 

football players, specifically predicting the number of goals they would score, based on 

their historical statistics. To achieve this, we systematically evaluated the effectiveness 

of six distinct machine learning algorithms: Linear Regression, Ridge Regression, Ran-

dom Forest, Gradient Boosting, XGBoost, and Multilayer Perceptron. Each implemen-

tation had 2 different versions. One containing the whole dataset and one with the 30% 

top players dataset. Then, the implementations were divided based on the features used 

for training.  

Our dataset comprised over 5,000 professional football players originally, and the algo-

rithms were trained on statistics from the 2018-19 to 2021-2022 seasons. The next sea-

son, 2022-23, served as the testing ground. 

The results were quite intriguing. Out of all algorithms, XGBoost was the one that in the 

most of the cases produced better results and was the most accurate. Generally, the re-

sults were very good avoiding overfitting. The metrics that were used to measure the 

effectiveness of each model in general were: MAE, MSE, RMSE, MAPE and R-

squared. 

In the larger context, the relevance of sports analytics is escalating rapidly. The increas-

ing flow of large amounts of data every day requires effective tools like Machine Learn-

ing and Data Mining for collecting and analyzing it efficiently. Looking ahead, we can 

expect sports clubs to form dedicated teams of data scientists for every sport.  
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In conclusion, this dissertation offers valuable insights for football clubs, managers, and 

coaching staff. The findings can empower decision-making processes by providing in-

valuable information on how well a player is anticipated to perform in the upcoming 

season, thereby contributing to collective squad improvement. 

8.2 Future Work 
Our dissertation findings suggest that accurate predictions of a player’s performance for 

the upcoming season based on historical data is possible. Nonetheless, there is always 

room for further innovation for results to be more accurate and effective. 

There are many ways that a data scientist can improve his work to achieve better results. 

First of all, an idea is to use more advanced statistics or even take the statistics of play-

ers for each match of the season to have more data to train the models. Moreover, a data 

scientist can use the results of this dissertation to calculate the total number of goals a 

team will achieve by summing all the players goal performance. If the total goals sur-

pass the previous season, it might indicate a potential for the team to achieve a higher-

ranking place. 

Another idea, as it is mentioned in a separate chapter, is the use of wearable devices or 

cameras [18]. These devices provide a variety of statistics about a player's field move-

ments and physical condition, such as heart rate and breathing patterns. Although diffi-

cult to gather, such data has significant potential for improving goal performance analy-

sis. 

Similar idea, referring to the phycological factors that can influence a player’s perfor-

mance is to analyze twitter data using sentiment analysis [78]. This information aids 

coaches and teams in making crucial decisions to boost morale or determine optimal 

player usage in critical matches [79]. 

Lastly, injury analytics is another big part of sports. Injury analytics are critical in opti-

mizing a player performance and reducing injury risk. Teams may improve player well-

being and sustain peak physical condition throughout the season by leveraging data on 

player fitness and movement patterns [80]. 
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Appendix 
Here, we include the feature importance values for the optimal algorithm in each scenario. We have enhanced the presentation with color-coded 

significance. Green highlights the most crucial feature, blue denotes the second most important, and yellow signifies the third. 

Table 8-1: Feature importance values for case 1 

Category Bundesliga Premier League La Liga Serie A All dataset 

Dataset all players top 30% all players top 30% all players top 30% all players top 
30% all players top 30% 

Features / Models Ridge  
Regression 

Ridge  
Regression XGBoost XGBoost XGBoost Random 

Forest XGBoost MLP XGBoost Gradient 
Boosting 

xG 0.2246 0.1723 0.4222 0.3754 0.3691 0.0624 0.4768 - 0.4451 0.3892 
npxG -0.4984 -0.8313 0.1240 0.0626 0.0231 0.0979 0.1030 - 0.0602 0.0039 

npxG_PLUS_xAG 0.1773 0.2195 0.0376 0.0764 0.1969 0.3100 0.0799 - 0.0344 0.1623 
xG_90 6.0603 3.6796 0.0585 0.0599 0.0576 0.1330 0.0742 - 0.1293 0.1775 

Previous_Gls 0.2859 0.2076 0.1456 0.1519 0.0553 0.0245 0.0157 - 0.1186 0.0851 
npxG_90 4.6114 3.2392 0.0634 0.0485 0.0468 0.0329 0.0378 - 0.0323 0.0083 

G_MINUS_PK -0.0135 0.3947 0.0278 0.0464 0.0639 0.0421 0.0128 - 0.0189 0.0055 
xG_PLUS_xAG_90 1.7540 6.1006 0.0484 0.0626 0.0977 0.1189 0.1232 - 0.0665 0.0572 

G_PLUS_A -0.1112 -0.1545 0.0501 0.0813 0.0580 0.1588 0.0328 - 0.0472 0.0650 
PrgR 0.0030 0.0013 0.0223 0.0351 0.0315 0.0196 0.0437 - 0.0227 0.0358 

league - - - - - - - - 0.0248 0.0101 
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Table 8-2: Feature importance values for case 2 

Category Bundesliga Premier League La Liga Serie A All dataset 

Dataset all  
players top 30% all  

players top 30% all  
players top 30% all  

players top 30% all  
players top 30% 

Feature / 
Models XGBoost Random 

Forest XGBoost Gradient 
Boosting XGBoost Gradient 

Boosting XGBoost Gradient 
Boosting 

Random 
Forest 

Gradient Boost-
ing 

Nation 0.0250 0.0224 0.0416 0.0284 0.0128 0.0096 0.0610 0.2017 0.0079 0.0049 
Pos 0.0395 0.0259 0.0913 0.0215 0.0650 0.0102 0.0661 0.0040 0.0308 0.0570 

Squad 0.0330 0.0363 0.0368 0.0215 0.0466 0.0326 0.0256 0.0295 0.0131 0.0140 
Age 0.0378 0.1001 0.0322 0.0216 0.0152 0.0176 0.0485 0.0100 0.0101 0.0189 
MP 0.0476 0.0853 0.0338 0.0458 0.0345 0.0677 0.0429 0.0228 0.0295 0.0391 
Ast 0.0448 0.0375 0.0409 0.0144 0.0695 0.0400 0.0526 0.0329 0.0130 0.0029 
PK 0.0625 0.0371 0.0642 0.0619 0.1050 0.0135 0.1542 0.0009 0.0146 0.0813 

CrdY 0.0828 0.0538 0.0477 0.0094 0.0110 0.0389 0.0432 0.0114 0.0113 0.0052 
CrdR 0.0263 0.0079 0.0298 0.0024 0.0000 0.0006 0.0212 0.0017 0.0009 0.0003 
PrgC 0.0488 0.0728 0.0398 0.0343 0.0605 0.0909 0.0413 0.0202 0.0161 0.0238 
PrgP 0.0532 0.0485 0.0449 0.0484 0.0839 0.0351 0.0326 0.1232 0.0318 0.0299 
PrgR 0.0909 0.0778 0.0422 0.0347 0.0500 0.1444 0.0878 0.1028 0.0527 0.0717 

Previous_Gls 0.4078 0.3944 0.4548 0.6557 0.4460 0.4990 0.3231 0.4389 0.7649 0.6503 
league - - - - - - - - 0.0031 0.0007 
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Table 8-3: Feature importance values for case 3 

Category Bundesliga Premier League La Liga Serie A All dataset 

Dataset all  
players top 30% all  

players top 30% all  
players top 30% all  

players top 30% all  
players top 30% 

Feature / Models Ridge  
Regression 

Gradient 
Boosting XGBoost Random 

Forest XGBoost Ridge  
Regression XGBoost XGBoost XGBoost Gradient 

Boosting 
Nation 0.0132 0.0034 0.0115 0.0050 0.0057 -0.0046 0.0157 0.0173 0.0157 0.0027 

Pos 0.0148 0.0115 0.0227 0.0009 0.0093 0.0072 0.0257 0.0131 0.0133 0.0214 
Squad 0.0030 0.0072 0.0142 0.0186 0.0097 0.0803 0.0117 0.0183 0.0153 0.0105 

Age -0.0791 0.0058 0.0091 0.0038 0.0117 0.0401 0.0154 0.0179 0.0107 0.0108 
Born -0.1159 0.0144 0.0199 0.0130 0.0144 -0.0402 0.0260 0.0234 0.0138 0.0010 
MP 0.0275 0.0198 0.0133 0.0011 0.0121 -0.0244 0.0138 0.0093 0.0122 0.0064 

Starts -0.0107 0.0174 0.0168 0.0040 0.0120 0.0138 0.0137 0.0128 0.0098 0.0017 
Min -0.0003 0.0146 0.0175 0.0096 0.0135 0.0000 0.0114 0.0137 0.0146 0.0289 
Ast 0.0135 0.0264 0.0076 0.0035 0.0162 0.0252 0.0121 0.0099 0.0064 0.0003 

G_PLUS_A 0.0574 0.0277 0.0256 0.0402 0.0572 0.1166 0.0391 0.0069 0.0101 0.0356 
G_MINUS_PK 0.0516 0.0053 0.0115 0.0091 0.0199 0.0675 0.0115 0.0138 0.0107 0.0004 

PK -0.0076 0.0065 0.0245 0.0306 0.0097 0.0239 0.0358 0.0259 0.0209 0.0299 
PKatt 0.2039 0.0045 0.0231 0.0067 0.0197 0.0267 0.0116 0.0175 0.0162 0.0119 
CrdY -0.1716 0.0347 0.0177 0.0019 0.0091 -0.0190 0.0154 0.0126 0.0082 0.0000 
CrdR 0.6074 0.0065 0.0089 0.0023 0.0126 -0.0010 0.0000 0.0241 0.0047 0.0001 
xG 0.0479 0.0004 0.2478 0.4390 0.1822 0.0878 0.2107 0.1322 0.3425 0.3582 

npxG -0.8396 0.0019 0.0743 0.0372 0.0291 0.0666 0.0518 0.1286 0.0126 0.0166 
xAG -0.7863 0.0104 0.0140 0.0193 0.0269 0.0220 0.0207 0.0312 0.0230 0.0264 

npxG_PLUS_xAG 0.7867 0.0317 0.0249 0.0267 0.0682 0.0889 0.1111 0.0940 0.0215 0.1597 
PrgC -0.0001 0.0086 0.0135 0.0137 0.0194 0.0189 0.0109 0.0105 0.0117 0.0136 
PrgP 0.0031 0.0039 0.0107 0.0071 0.0140 -0.0149 0.0111 0.0108 0.0099 0.0060 
PrgR 0.0018 0.0365 0.0145 0.0077 0.0097 0.0018 0.0202 0.0216 0.0150 0.0080 
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Gls_90 1.2369 0.0559 0.0540 0.0574 0.1098 0.0032 0.0281 0.0618 0.0242 0.0306 
Ast_90 -1.8926 0.0153 0.0118 0.0037 0.0129 0.0006 0.0162 0.0195 0.0099 0.0021 

G_PLUS_A_90 -0.7462 0.0154 0.0199 0.0032 0.0098 0.0037 0.0236 0.0259 0.0099 0.0063 
G_MINUS_PK_90 0.6126 0.0091 0.0495 0.0246 0.0283 0.0023 0.0120 0.0159 0.0161 0.0073 

G_PLUS_A_MINUS_PK_90 -1.1783 0.0027 0.0179 0.0025 0.0142 0.0029 0.0171 0.0236 0.0148 0.0008 
xG_90 3.1888 0.0215 0.0325 0.0129 0.0582 0.0034 0.0346 0.0383 0.0890 0.1018 

xAG_90 0.1041 0.0189 0.0107 0.0086 0.0203 0.0004 0.0086 0.0159 0.0087 0.0094 
xG_PLUS_xAG_90 3.2073 0.5094 0.0232 0.0098 0.0833 0.0038 0.0785 0.0511 0.0443 0.0285 

npxG_90 2.3668 0.0094 0.0357 0.0046 0.0257 0.0026 0.0225 0.0239 0.0258 0.0111 
npxG_PLUS_xAG_90 2.1432 0.0114 0.0209 0.0026 0.0269 0.0030 0.0354 0.0239 0.0147 0.0030 

Previous_Gls 0.0439 0.0320 0.0802 0.1695 0.0285 0.0914 0.0281 0.0349 0.1090 0.0482 
league - - - - - - - - 0.0149 0.0008 
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